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Myoglobin Struktur 

“Vielleicht die bemerkenswerteste Eigenschaft des Moleküls ist seine 

Komplexität und die Abwesenheit von Symmetrie. Der Anordnung 

scheinen die Regelmässigkeiten, die man instinktiv erwartet, fast völlig 

zu fehlen, und sie ist komplizierter als von irgendeiner Theorie der 

Proteinstruktur vorhergesagt.” — John Kendrew, 1958 
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Ribosom Struktur 

30S Untereinheit (lila RNA, braune Proteine), 50S Untereinheit (grüne RNA, 

graugrüne Proteine), tRNA (orange) und mRNA-Strang (grasgrün). 

Struktur von Venky Ramakrishnan (PDB 2J00, 2J01). Bild von J. M. Harms. 

Kristallographie: Geschichte  

1839, William H. Miller: Miller Indices für Gitterebenen 

1891: 230 Raumgruppen für Kristalle 

1895, Wilhelm Conrad Röntgen: Röntgenstrahlung 

1912, Max von Laue: Röntgenstreuung 

1912, William L. Bragg: Braggsches Gesetz 

1914, Bragg: Kristallstrukturen von NaCl und Diamant 

1937: Dorothy Hodgkin: Kristallstruktur von Cholesterin 

1945: Dorothy Hodgkin: Kristallstruktur von Vitamin B12 

1952: Rosalind Franklin: DNA Röntgenbeugungsdiagramme 

1955: Rosalind Franklin: Tabakmosaikvirus (TMV) Struktur 

1958: John Kendrew: Erste Proteinstruktur (Myoglobin) 

2000: Kristallstruktur des Ribosoms 

2014: > 88’000 Kristallstrukturen in der Protein Data Bank 
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Crystallographic structure models 
versus proteins in solution  

• Protein crystals are formed by a loose periodic network of weak, non-

covalent interactions. 

• Protein crystals contain large solvent channels. The solvent channels allow 

relatively free diffusion of small molecules through the crystal and also 

provide conformational freedom for surface-exposed side chains or loops. 

• The core structure of protein molecules in solution as determined by NMR is 

identical to the crystal structure. Even enzymes generally maintain activity in 

protein crystals.  

• Crystal packing can affect local regions of the structure where surface-

exposed side chains or flexible surface loops form intermolecular crystal 

contacts.  

• Large conformational movements destroy crystals and cannot be directly 

observed though a single crystal structure. Limited information about the 

dynamic behavior of molecules can be obtained from analysis of the B-

factors as a measure of local displacement.  

• The quality of a protein structure is a local property. Surface-exposed 

residues or mobile loops may not be traceable in electron density, no matter 

how well defined the rest of the structure is. 

Challenges of protein cystallography  

• Proteins are generally difficult to crystallize and without crystals there is 

no crystallography. Preparing the material and modifying the protein by 

protein engineering so that it can actually crystallize is nontrivial. 

• Prevention of radiation damage by ionizing X-ray radiation requires 

cryocooling of crystals and many crystals are difficult to flash-cool.  

• The X-ray diffraction patterns do not provide a direct image of the 

molecular structure. The electron density of the scattering molecular 

structure must be reconstructed by Fourier transform techniques.  

• Both structure factor amplitude and relative phase angle of each reflection 

are required for the Fourier reconstruction. While the structure factor 

amplitudes are readily accessible being proportional to the square root of 

the measured reflection intensities, the relative phase angles must be 

supplied by additional phasing experiments. The absence of directly 

accessible phases constitutes the phase problem in crystallography.  

• The nonlinear refinement of the structure model is nontrivial and prior 

stereochemical knowledge must generally be incorporated into the 

restrained refinement. 
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The crystallographic phase problem 

In order to reconstruct the electron density of the molecule, two quantities need to be provided for each 

reflection (data point): the structure factor amplitude, 𝐹ℎ𝑘𝑙 , which is directly obtained through the 

experiment and is proportional to the square root of the measured intensity of the diffraction spot or 

reflection; and the phase angle of each reflection, 𝛼ℎ𝑘𝑙 , which is not directly observable and must be 

supplied by additional phasing experiments. 

Data quality determines 
structural detail and accuracy 

The qualitative relation between the 

extent of X-ray diffraction, the 

resulting amount of available 

diffraction data, and the quality and 

detail of the electron density 

reconstruction and protein structure 

model are evident from this figure: 

The crystals are labeled with the 

nominal resolution dmin given in Å 

(Ångström) and determined by the 

highest diffraction angle 

(corresponding to the closest 

sampling distance in the crystal, 

thus dmin) at which X-ray reflections 

are observed. Above each crystal is 

a sketch of the corresponding 

diffraction pattern, which contains 

significantly more data at higher 

resolution, corresponding to a 

smaller distance between 

discernable objects of 

approximately dmin. As a 

consequence, both the 

reconstruction of the electron 

density (blue grid) and the resulting 

structure model (stick model) are 

much more detailed and accurate.  
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Kristallstrukturbestimmung 

1. Proteinherstellung 

2. Kristallisation 

3. Messung der Beugungsmuster 

4. Datenauswertung 

a) Bestimmung der Einheitszelle und Raumgruppe 

b) Phasenbestimmung 

c) Modellbau 

d) Verfeinerung der Phasen und der Struktur 
 

Key stages in 
X-ray structure 
determination 

The flow diagram provides 

an overview about the major 

steps in a structure 

determination project, 

labeled with the chapter 

numbers treating the subject 

or related general 

fundamentals. Blue shaded 

boxes indicate experimental 

laboratory work, while all 

steps past data collection 

are conducted in silico. 
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Crystallographic computer programs  

• Protein crystallography depends heavily on computational methods.  

• Crystallographic computing has made substantial progress, largely as a 

result of abundant and cheap high performance computing.  

• It is now possible to determine and analyze complex crystal structures 

entirely on inexpensive laptop or desktop computers with a few GB of 

memory. Automation and user interfaces have reached a high level of 

sophistication (although compatibility and integration issues remain).  

• As a result, the actual process of structure solution, although the 

theoretically most sophisticated part in a structure determination, is 

commonly not considered a bottleneck in routine structure determination 

projects.  

• Given reliable data of decent resolution (~2.5 Å or better) and no overly 

large or complex molecules, many structures can in fact be solved de 

novo and refined (although probably not completely polished) within 

several hours.  

• Automated model building programs—many of them available as web 

services—have removed much of the tedium of initial model building. 

Key concepts of protein 
cystallography I 

• The power of macromolecular crystallography lies in the fact that 

highly accurate models of large molecular structures and molecular 

complexes can be determined at often near atomic level of detail. 

• Crystallographic structure models have provided insight into 

molecular form and function, and provide the basis for structural 

biology and structure guided drug discovery. 

• Non-proprietary protein structure models are made available to the 

public by deposition in the Protein Data Bank, which holds more than 

99000 entries as of April 2014. 

• Proteins are generally difficult to crystallize; without crystals there is 

no crystallography.  

• Preparing the material and modifying the protein by protein 

engineering so that it can actually crystallize is nontrivial. 

• Radiation damage by ionizing X-ray radiation requires cryocooling of 

crystals, and many crystals are difficult to flash-cool.  



2014-04-28 

7 

Key concepts of protein 
cystallography II 

• The X-ray diffraction patterns are not a direct image of the molecular 

structure.  

• The electron density of the scattering molecular structure must be 

reconstructed by Fourier transform techniques.  

• Both structure factor amplitude and relative phase angle of reach 

reflection are required for the Fourier reconstruction.  

• While the structure factor amplitudes are readily accessible, being 

proportional to the square root of the measured reflection intensities, 

the relative phase angles must be supplied by additional phasing 

experiments.  

• The absence of directly accessible phases constitutes the phase 

problem in crystallography.  

• The nonlinear refinement of the structure model is nontrivial and prior 

stereochemical knowledge must generally be incorporated into the 

restrained refinement.  

Proteinkristallisation 
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Protein crystallization basics  

• Protein crystals are periodic self-assemblies of large and often 

flexible macromolecules, held together by weak intermolecular 

interactions. Protein crystals are generally fragile and sensitive to 

environmental changes.  

• In order to form crystals, the protein solution must become 

supersaturated. In the supersaturated, thermodynamically 

metastable state, nucleation can occur and crystals may form while 

the solution equilibrates.  

• The most common technique for protein crystal growth is by vapor 

diffusion, where water vapor equilibrates from a drop containing 

protein and a precipitant into a larger reservoir with higher precipitant 

concentration.  

• Given the large size and inherent flexibility of most protein molecules 

combined with the complex nature of their intermolecular 

interactions, crystal formation is an inherently unlikely process, and 

many trials may be necessary to obtain well-diffracting crystals. 

The protein is the most crucial 
factor in determining 
crystallization success 

• Given that a crystal can only form if specific interactions between 

molecules can occur in an orderly fashion, the inherent properties of 

the protein itself are the primary factors determining whether 

crystallization can occur.  

• A single-residue mutation can make all the difference between 

successful crystallization and complete failure.  

• Important factors related to the protein that influence crystallization 

are its purity, the homogeneity of its conformational state, the 

freshness of the protein, and the additional components that are 

invariably present, but often unknown or unspecified, in the protein 

stock solution. 
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Hanging drop vapor diffusion 

Solubility phase diagram 
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Protein solubility versus pH 

Crystal growth 



2014-04-28 

11 

Mosaic crystals 

Crystallization techniques  

• The inability to predict ab initio any conditions favoring protein 

crystallization means that, in general, several hundred crystallization 

trials must be set up in a suitable format and design.  

• Crystallization screening experiments are commonly set up manually 

or robotically in multi-well format crystallization plates.  

• The most common procedure for achieving supersaturation is the 

vapor-diffusion technique, performed in sitting-drop or hanging-drop 

format. In vapor-diffusion setups, protein is mixed with a precipitant 

cocktail, and the system is closed over a reservoir into which water 

vapor diffuses from the protein solution. During vapor diffusion, both 

precipitant and protein concentration increase in the crystallization 

drop and supersaturation is achieved. 

• As a rule of thumb, low supersaturation favors controlled crystal 

growth, while high supersaturation is required for spontaneous 

nucleation of crystallization nuclei. Seeding is a method to induce 

heterogeneous nucleation at low supersaturation, which is more 

conducive to controlled crystal growth. 
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Robot for automated crystallization 

Cystallization plate imaging 
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Crystallization outcomes 

Heavy atom derivatives 
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Heavy 
atom 
reagents 

Less than 1% of all deposited 
protein structures are membrane 
protein structures 

• About a third of all expressed human proteins are presumed to be 

membrane proteins, and over 60% of all current drug targets are 

membrane receptors. Their primary functions include transport of 

material and signals across cell membranes as well as motor functions.  

• Despite membrane proteins being a significant class of proteins, it was 

nearly 30 years, and 195 deposited protein structures, after Kendrew's 

first myoglobin structure in 1958 that the first integral membrane protein 

structure, the photosynthetic reaction center isolated from the bacterium 

Rhoda pseudomonas viridis, was published in 1985. That research led 

to a Nobel Prize for crystallographic work being awarded to Johann 

Deisenhofer, Hartmut Michel, and Robert Huber in 1988.  

• In early 2007, there were 242 coordinate entries of 122 different 

membrane proteins out of 35100 total entries in the PDB, still a factor of 

1I145 disfavoring the membrane proteins. Clearly, membrane protein 

crystallization remains a major challenge for crystallography. 
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Resolubilized membrane protein 

Kristall und Beugungsmuster 
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Proteinkristall 

Unit lattice + Motif = Unit cell 
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Unit cell parameters 

Right-handed unit lattice 
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The 6 primitive 3D lattices 

Centered 3D Bravais lattices 
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Kristallsysteme 
 
Bravaisgitter 

Protein crystals belong to one of 
65 space groups 

Only 65 discrete and distinct ways exist to assemble 3-dimensional 

periodic crystals from asymmetric chiral molecules, through 

combinations of translational and rotational symmetry. These 65 types 

of arrangements form 65 chiral space groups, and their symmetry 

properties and the rules for constructing each crystal structure are 

described in the International Tables for Crystallography, Volume A. 
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The 65 
chiral 
space 
groups 

Miller Indizes 
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Röntgenkristallographie Messung 

Laboratory X-ray diffractometer 
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Synchrotron 

ESRF Grenoble (France) 

Röntgenstreuung 
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Superposition of two waves 

Röntgenstreuung: Bragg-Bedingung  

Konstruktive Interferenz, falls 

 

𝑛𝜆 = 2𝑑 sin𝜃  
 

𝑛   eine ganze Zahl 
𝜆   Wellenlänge 

𝑑   Abstand der Gitterebenen 

𝜃   Winkel zwischen einfallendem    

     Strahl und den Gitterebenen 
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Fourier transform relates structure 
factors and electron density 

𝐹 𝒌 =  𝜌(𝒓)

 

𝑅

𝑒2𝜋𝑖𝒓∙𝒌𝑑𝒓 

 

𝜌(𝒓) =  𝑭 𝒌

 

𝑅∗

𝑒−2𝜋𝑖𝒓∙𝒌𝑑𝒌 

 

𝜌(𝒓) electron density at position 𝒓 in real space 𝑅 

  𝜌(𝒓) ∈ ℝ is real 

𝐹 𝒌  structure factor at position 𝒌 in reciprocal space 𝑅∗ 
  𝐹 𝒌 ∈ ℂ is complex with (measurable) amplitude 

 𝐹 𝒌  and (not measurable) phase 𝛼 𝒌 , i.e. 

 𝐹 𝒌 = 𝐹 𝒌 𝑒𝑖𝛼 𝒌  

 

Structure factors electron density  
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The crystallographic phase problem 

Fourier Transformation: 
Phasen und Amplituden 

Entenamplituden 

Entenphasen 

Katzenamplituden 

Katzenphasen 

FT 

Ente 

Katze 

FT 

FT 

FT 

Katzenamplituden 

Entenphasen 

Entenamplituden 

Katzenphasen 

http://www.ysbl.york.ac.uk/~cowtan/fourier/ 
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Phase bias in electron density maps 

Determination of phases 

• Ab initio phasing (direct methods): Exploit theoretical 

phase relationships. Requires high resolution (< 1.4 Å) data. 

• Heavy atom derivatives (multiple isomorphous 

replacement; MIR): Crystallize the protein in the presence 

of several heavy metals without significantly changing the 

structure of the protein nor the crystal lattice. 

• Anomalous X-ray scattering at multiple wavelengths 

(multi-wavelength anomalous dispersion; MAD): 

Incorporation of Seleno-methionine. 

• Molecular replacement: Use structure of a similar 

molecule as the initial model. 
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Isomorphus difference data 

Multiple isomorphous replacement 
(MIR) 
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Molecular replacement 

Manxamplituden 

Manxphasen 

Katzenamplituden 

FT 

Manx 

(Katze ohne Schwanz) 

Katze 

FT 

FT FT 

Katzenamplituden 

Manxphasen 

Katzenamplituden x 2 

Manxphasen 

http://www.ysbl.york.ac.uk/~cowtan/fourier/ 

Interpretation der Elektronendichte 
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Manual model building 

Manual model building 
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Electron 
density at 
different 
resolution 

Effect of omitted data 
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Difference maps 

Poor start phases  poor electron 
density maps 
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Key concepts of model building 

• The key to successful protein structure modeling is the cycling 

between local real space model building and model correction and 

global reciprocal space refinement. 

• The molecular model is built in real space into electron density using 

computer graphics. 

• Local geometry errors remaining after real space model building are 

corrected during restrained reciprocal space refinement by optimizing 

the fit between observed and calculated structure factor amplitudes. 

• Successive rounds of rebuilding, error correction, and refinement are 

needed to obtain a good final protein model. 

• While experimental electron density maps constructed from poor 

phases will be hard to interpret, an initial experimental map will not be 

biased toward any structure model. 

• In contrast, when molecular replacement models are the sole source 

of phases, the electron density maps will be severely biased, and the 

map will reflect the model features. 

Struktur- 
ermittlung 
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Local minima during refinement 

X-ray crystallography: R-factor 

• Measures agreement between measured data 

(reflections) and 3D structure 

• Definition: Relative difference between structure factors, 

𝐹 ℎ𝑘𝑙 , that were observed (𝐹obs) and back-calculated 

from the 3D structure (𝐹calc): 
 

𝑅 =
 𝐹obs − 𝐹calc

 𝐹obs
     with     𝐼ℎ𝑘𝑙 ∝ 𝐹 ℎ𝑘𝑙 2 

 

     𝐼ℎ𝑘𝑙 = intensity of reflection (ℎ𝑘𝑙) 

• Perfect agreement: 𝑅 = 0  

Good protein X-ray structure: 𝑅 < 0.2  

Random structure: 𝑅 ≈ 0.6  
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Over-
fitting 

Data-to-parameter ratio for X-ray 
protein structure determination 
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X-ray: Free R-factor 

• Use, say, 90% of the data (reflections) for the 

structure determination 

• Use the remaining 10% to compute the R value 

 “free” R value, obtained from independent data 

• Detects errors better than conventional R-factor 

• Each reflection influences whole electron density 

• Many reflections  No problem to omit 10% of the 

reflections from the structure determination 

Brünger, A. T. (1992). Free R value: a novel statistical quantity for assessing the accuracy of 

crystal structures. Nature 355, 472-475. 

Cross-validation: R-free value 
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Cross-validation in reciprocal and 
real space 

Key concepts of refinement I 

• During refinement the parameters describing a continuously 

parameterized model are adjusted so that the fit of discrete 

experimental observations to their computed values calculated by a 

target function is optimized. 

• Observations can be experimental data specific to the given problem, 

such as structure factor amplitudes, or general observations that are 

valid for all models. 

• Stereochemical descriptors valid for all models such as bond lengths, 

bond angles, torsion angles, chirality, and non-bonded interactions 

are incorporated as restraints to improve the observation-to-

parameter ratio of the refinement. 

• The most accurate target functions are maximum likelihood target 

functions that account for errors and incompleteness in the model. 

• Various optimization algorithms can be used to achieve the best fit 

between parameterized model and all observations, which include 

measured data and restraints. 
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Key concepts of refinement II 

• The radius of convergence for an optimization algorithm describes its 

ability to escape local minima and approach the global minimum, 

generally with increased cost in time and lower accuracy. 

• Indiscriminate introduction of an increasing number of parameters 

into the model can lead to overparameterization, where the 

refinement residual measured as linear R-value still decreases, but 

the description of reality, i.e., the correct structure, does not improve. 

• The evaluation of the residual against a data set excluded from 

refinement provides the cross-validation R-value or R-free. If 

parameters are introduced that do not improve the phase error of the 

model, R-free will not decrease any further or may even increase. 

• Refined models carry some memory of omitted parts, which can be 

removed by slightly perturbing the coordinates and re-refining the 

model without the questionable part of the model. 

• The known geometry target values for bond lengths, bond angles, 

and torsion angles as well as planarity of certain groups can be 

regarded as additional observations contributing to a higher data-to-

parameter ratio. 

Key concepts of refinement III 

• In addition, geometry targets constitute prior knowledge that keeps 

the molecular geometry in check with reality during restrained 

refinement. 

• The geometry targets, chirality values, and non-bonded interactions 

are implemented as stereochemical restraints and incorporated into 

the target function generally in the form of squared sum of residuals 

in addition to the structure factor amplitude residual. 

• The structure factor amplitude residual is commonly called the X-ray 

term (or X-ray energy) and the restraint residuals the chemical 

(energy) term. 

• In terms of maximum posterior estimation, geometry target values 

and their variance define the prior probability of our model without 

consideration or knowledge of the experimental (diffraction) data. 

• Geometric relations and redundancies between identical molecules in 

the asymmetric unit can be exploited through NCS restraints. 

• Particularly at low resolution, strong NCS restraints are an effective 

means of stabilizing and improving the refinement. 
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Key concepts of refinement IV 

• In the early stages of model building, experimental phase restraints 

are also an effective means to stabilize and improve the refinement. 

• The data-to-parameter ratio in protein structures is greatly increased 

through the introduction of stereochemical restraints. 

• A protein of 2000 non-hydrogen atoms has about 8000 adjustable 

parameters and about the same number of restraints. 

• At 2 Å about 15 000 to 25 000 unique reflections are observed for a 

2000 nonhydrogen atom protein, which yields a total data to 

parameter ratio of about 2-3 at 2 Å. 

• Anisotropic B-factor refinement consumes 5 additional parameters 

per atom, and is generally not advisable at resolutions <1.4 Å. 

• The most difficult point in the parameterization of macromolecular 

structure models is accounting for correlated dynamic or static 

displacement. 

• Isotropic B-factors are inadequate to describe any correlated dynamic 

molecular movement, and anisotropic B-factors, except at very high 

resolution, lead to overparameterization of the model. 

Key concepts of refinement V 

• Molecular and lattice packing anisotropy can also affect diffraction, 

and adequate correction by anisotropic scaling, or in severe cases 

additional anisotropic resolution truncation, is necessary. 

• Maximum likelihood target functions that account for incompleteness 

and errors in the model are superior to basic least squares target 

functions, particularly in the early, error-prone stages of refinement. 

• Maximum likelihood target functions are implemented in REFMAC, 

Buster/ TNT, and CNS as well as the PHENIX/ cctbx programs, 

together with all commonly used restraint functions including phase 

restraints, which is of advantage at low resolution or in the early 

stages of refinement. 

• Optimization algorithms are procedures that search for an optimum of 

a nonlinear, multi-parametric function. 

• Optimization algorithms can be roughly divided into analytic or 

deterministic procedures and stochastic procedures. 

• Deterministic optimizations such as gradient-based maximum 

likelihood methods are fast and work well when reasonably close to a 

correct model, at the price of becoming trapped in local minima. 
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Key concepts of refinement VI 

• Stochastic procedures employ a random search that also allows 

movements away from local minima. They are slow but compensate 

for it with a large radius of convergence. 

• Evolutionary programming as used in molecular replacement or 

simulated annealing in refinement is a stochastic optimization 

procedure. This is generally of advantage if we do not know (MR) or 

are far from (initial model refinement) the correct solution. 

• Deterministic optimizations can be classified depending on how they 

evaluate the second derivative matrix. They generally descend in 

several steps or cycles from a starting parameter set (model) downhill 

toward a hopefully but not necessarily global minimum. 

• Energy refinement of a molecular dynamics force field and torsion 

angle refinement are two parameterizations that are used together 

with the stochastic optimization method of simulated annealing. 

• In molecular dynamics the target function is parameterized in the 

form of potential energy terms and the development of the system is 

described by equations of motion. In torsion angle parameterization, 

the structure model is described by its torsion angles, which requires 

fewer parameters than coordinate parameterization. 

Key concepts of refinement VII 

• Both molecular dynamics and torsion angle parameterization are 

often combined with simulated annealing optimization, where the 

molecular system is perturbed and returns to equilibrium according to 

an optimized slow cooling protocol. 

• Dummy atom placement and refinement is used for discrete solvent 

building, model completion, and phase improvement in general. 

• Dummy atoms are placed in real space in difference electron density 

peaks, the new model is refined unrestrained in reciprocal space, and 

in the new map poorly positioned atoms are removed and new ones 

placed again. 

• Dummy atom refinement can be combined with multi-model map 

averaging where it forms the basis of bias minimization protocols and 

the automated model building program ARP/wARP. 
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Model building and refinement 
practice I 

• Building of a model into an empty map begins with the tracing of the 

backbone. 

• Tracing is aided by density skeletonization, followed by placement of 

Cα atoms into positions where side chains extend from the backbone. 

• The sequence is docked from known atom positions from the heavy 

atom substructure or sequences of residues of characteristic shapes.  

• The initial model is refined in reciprocal space with geometric 

restraints and phase restraints, and the next map is constructed from 

maximum likelihood coefficients. 

• The model is then further completed and refined in subsequent 

rounds with increasing X-ray weights while tracking R-free and 

stereochemistry. Nuisance errors are removed after analysis in a 

polishing step. 

• Automated model building programs greatly simplify model building, 

and auto-built models often only need to be completed and polished. 

Autobuilding programs follow similar steps as manual model building 

and employ pattern recognition algorithms to identify residues. 

Model building and refinement 
practice II 

• Rebuilding poor initial molecular replacement models can be aided by 

a first step of torsion angle-simulated annealing (TA-SA) refinement. 

• The large radius of convergence of TA-SA facilitates the necessary 

large corrections and escape from local minima. Also, before 

automated model rebuilding and correction, TA-SA can improve the 

amount and quality of the model that is automatically rebuilt. 

• In low resolution structures the backbone can be traced correctly, but 

the sequence may be shifted. Such register errors can be hard to 

detect from electron density shape alone and are usually detected by 

poor side chain interactions or unusual environment. 

• A common mistake leading to overparameterization of the model is 

overbuilding of the solvent. Discrete water molecules should have 

hydrogen bonded contact(s) to other solvent molecules or to protein. 

• Poorly placed waters tend to drift away during refinement because of 

lack of density and restraints and often end up far away from other 

molecules and with high B-factors. 
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Model building and refinement 
practice III 

• Binding sites have a tendency to attract various detritus from the 

crystallization cocktail, and will therefore often contain some weak, 

unidentifiable density that can be (wishfully) mistaken for desired 

ligand density. 

• Plausible binding chemistry, ligand conformation, and independent 

evidence are necessary to avoid misinterpretation. 

• The three major criteria for abandoning refinement and rebuilding are: 

(i) No more significant and interpretable difference density in 

     𝑚𝐹obs − 𝐷𝐹calc maps remains. 

(ii) No more unexplained significant deviations from stereochemical      

     target values and from plausible stereochemistry remain. 

(iii) The model makes chemical and biological sense. 

• Global measures such as absolute values of R and R-free (or the 

level of boredom) do not determine when refinement is finished. 

Literatur über 
Kristallstrukturbestimmung 

• B. Rupp, Biomolecular Crystallography, 

Garland, 2010. 

• W. Massa, Kristallstrukturbestimmung, Teubner, 
52007. 

• C. Branden & J. Tooze, Introduction to Protein 

Structure, Garland, 21999. 

Skript 

www.bpc.uni-frankfurt.de/guentert/wiki/index.php/Teaching 


