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Abstract A new algorithm, DYNASSIGN, for the auto-

mated assignment of NMR chemical shift resonances was

developed in which expected cross peaks in multidimen-

sional NMR spectra are represented by peak-particles and

assignment restraints are translated into a potential energy

function. Molecular dynamics simulation techniques are used

to calculate a trajectory of the system of peak-particles sub-

jected to the potential function in order to find energetically

optimal configurations that correspond to correct assign-

ments. Peak-particle dynamics-based simulated annealing

was combined with the Hungarian algorithm for local opti-

mization, and a residue-based score was introduced to

distinguish between reliable assignments and ‘‘unassigned’’

resonances for which no reliable assignment can be estab-

lished. The DYNASSIGN algorithm was implemented in the

program CYANA and tested with data sets obtained from the

experimental NMR data of nine small proteins. With a set of

10 commonly used NMR spectra, on average 82.5% of all

backbone and side-chain 1H, 13C and 15N resonances could be

assigned with an average error rate of 3.5%.

Keywords Resonance assignment �
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Introduction

The chemical shift assignment of hydrogen, nitrogen and

carbon resonance frequencies is an essential step during the

procedure of protein structure determination and studies of

protein interactions and dynamics by NMR spectroscopy

(Wüthrich 1986). Many of the widely used computer soft-

wares for the calculation of three-dimensional protein

structures from NMR data need an as complete as possible

set of assigned chemical shifts, in order to extract distance

restraints from NOESY spectra via the nuclear Overhauser

effect. Nowadays, the analysis of resonance assignments is

still often executed manually and requires a considerable

amount of time by an experienced spectroscopist. Therefore,

the automation of the chemical shift assignment is highly

desirable, in particular because other steps of the structure

determination procedure, such as peak picking, NOESY

cross peak assignment, structure calculation and energy

minimization of the resulting structure can already be per-

formed by automated methods, as reviewed recently (Altieri

and Byrd 2004; Baran et al. 2004; Gronwald and Kalbitzer

2004; Güntert 2008).

Over the last decade, several methods have been

developed to solve the problem of chemical shift assign-

ment in proteins by using computer algorithms, or

computer based approaches with manual interaction by a

spectroscopist. Most of the automated programs use an

analysis scheme which is based on the conventional method

(Wüthrich 1986). The principal idea is to, first identify

groups of spins that can be correlated by ‘‘through-bond’’
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experiments and establish links to sequential neighbors, and

then match segments obtained in this manner onto the pri-

mary structure of the protein. Implementations for this

approach include, for example, simulated annealing/Monte

Carlo algorithms (Hitchens et al. 2003; Leutner et al. 1998),

genetic algorithms (Lin et al. 2005), exhaustive search

algorithms (Atreya et al. 2000; Coggins and Zhou 2003;

Güntert et al. 2000), and heuristic best-first algorithms

(Hyberts and Wagner 2003; Zimmerman et al. 1997). Some

programs use a combination of algorithms. For instance, the

program GARANT (Bartels et al. 1996, 1997) employs a

genetic algorithm combined with simulated annealing and

local optimization.

In this work, we have investigated a novel approach to

solve the chemical shift assignment problem. The principal

idea is to interpret the cross peaks expected to occur in NMR

spectra as particles moving in a multidimensional simulation

space. In our new algorithm, DYNASSIGN, these so-called

‘‘peak-particles’’ are subjected to a potential that is con-

structed using the information available from the protein

sequence and spectra given by the user. In particular, each

measured peak in any of the spectra available represents a

local minimum of the potential energy function which leads

to a mapping of expected peaks onto measured peaks that

establishes the assignment. Other terms of the potential

function take into account the alignment of peaks containing

identical resonances and the chemical shift statistics (Seavey

et al. 1991). In analogy to molecular dynamics simulation a

peak-particle dynamics algorithm is employed to compute a

trajectory of the system of peak-particles according to the

laws of classical mechanics in order to find a configuration

with minimal energy. During the search of the global energy

minimum, peak-particles will drift towards local potential

minima represented by measured cross peaks. In order to find

configurations with low potential energy faster, the peak-

particle dynamics simulation is complemented by a method

to reset the position of selected peak-particles periodically in

the course of the simulation. Finally, the set of chemical shift

assignments with minimal potential energy found constitutes

the output of the algorithm.

The DYNASSIGN algorithm was implemented in the

program CYANA (Güntert 2003; Güntert et al. 1997) and

applied to peak lists obtained from the experimental data of

nine proteins with 46 to 90 residues. The results are pre-

sented in this paper.

Algorithm

Peak-particles represent expected peaks

In the DYNASSIGN algorithm expected peaks are

represented by particles, termed peak-particles, in a

D-dimensional space where D is the dimensionality of the

spectrum in which a peak is expected to be observed. The

expected peaks are generated on the basis of the amino acid

sequence of the protein under study and the magnetization

transfer pathways of the NMR experiments (Bartels et al.

1996, 1997). Each spectrum constitutes a separate

D-dimensional space containing as many particles as peaks

are expected to occur. The expected peaks, and hence the

peak-particles, are always assigned to the D atoms involved

in it. The position coordinates of a peak-particle provide

the chemical shift assignment of the resonances involved in

the corresponding peak. For instance, in a two-dimensional

[15N, 1H]-HSQC spectrum each expected peak involves a

proton (1H) and a nitrogen (15N) resonance. Thus, the

coordinates of the peak-particle representing a peak in a

[15N, 1H]-HSQC spectrum provide the chemical shift

assignment of a 1H and a 15N resonance, respectively. In

principal, the units of the coordinates are the units for the

chemical shifts, namely ppm. However, as described

below, each peak-particle coordinate is scaled by a

nucleus-specific factor in order to bring the coordinate

values of all types of resonances (1H, 15N and 13C)

into similar ranges. The formulas below apply to all

types of nuclei and spectra that are commonly used with

proteins.

The position of a peak-particle n is represented by a

D(n)-dimensional vector rn = (rn
1,…,rn

D(n)), where D(n) is

the dimensionality of the spectrum in which the peak n,

assigned to atoms an
1,…,an

D(n), is expected to occur. To

simplify the notation, the collection of all position vectors

is described by r = (r1,…,rN) with N the total number of

peak-particles in the system comprising all available

spectra. The measured peaks are numbered from 1 to M,

and their locations are described by analogous position

vectors.

Potential energy function

The peak-particles are subjected to a potential function

U(r) that incorporates four essential aspects of the assign-

ment process:

U rð Þ ¼ Ustat rð Þ þ Ualign rð Þ þ Uexist rð Þ þ Udegen rð Þ ð1Þ

We assume that the chemical shift values in proteins follow

a Gaussian probability distribution. The mean value and the

standard deviation for each 1H, 13C and 15N nucleus in the

20 types of amino acid residues are available from a

statistics over a large number of protein chemical shift

assignments that are stored in the Biological Magnetic

Resonance Data Bank (BMRB) (Seavey et al. 1991). The

chemical shift statistics potential Ustat(r) accounts for

the deviation between the assigned chemical shift and the

statistically determined mean value:
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Ustat rð Þ ¼ cstat

XN

n¼1

pn

XDðnÞ

i¼1

ri
n � xðai

nÞ
rðai

nÞ

� �2

;

where x(an
i ) and r(an

i ) stand for the chemical shift database

mean value and standard deviation, respectively, of the

atom an
i to which the peak-particle n is assigned in

dimension i. The summation includes all N peak-particles.

Here and in the following, pn denotes an a priori probability

that peak n can be observed in the spectrum. We used

pn = 1 for all calculations in this paper. cstat is the overall

weight of the chemical shift statistics potential. The effect

of this potential term on a peak-particle is illustrated in

Fig. 1a.

The peak alignment term Ualign(r) takes into account

that peaks that involve the same atom(s) must be aligned.

Thus, the potential is constructed such that there is a force

acting on peak-particles which have resonances in

common:

Ualign rð Þ ¼ calign

XN

n¼1

XDðnÞ

i¼1

XN

k [ n

XDðkÞ

j¼1

pnpk qij
nk

� �2
dai

na
j
k

The scaled differences qnk
ij = (rn

i - rk
j )/Di between coor-

dinates of peak-particles n and k are summed over all pairs

of peaks that share common atoms, an
i = ak

j , using the

Kronecker symbol, dlm = 1 if l = m and dlm = 0 other-

wise. The distances are scaled by the tolerance parameter

Di in order to bring contributions from different types of

nuclei (1H, 13C, 15N) to similar scales. calign is the overall

weight of the peak alignment potential. An illustration of

the effect of this potential is given in Fig. 1b.

The peak existence term Uexist(r) considers the positions

of the measured peaks in the spectra. At the position of

each measured peak, a potential well with a negative

Gaussian shape is introduced in order to attract the moving

peak-particles to the vicinity of a measured peak. Conse-

quently, the scaled distances between peak-particles and

measured peak positions are evaluated. Since an expected

peak should be close to at least one measured peak, the

contributions of all M measured peaks to a single peak-

particle n are multiplied:

Uexist rð Þ ¼ cexist

XN

n¼1

pn

YM

k¼1

0qk 1� e�qnk=2
� �

The squared distance between an expected peak n and an

observed peak k is given by qnk ¼
PDðnÞ

i¼1 qii
nk

� �2
: For each

expected peak n, the primed product extends over all peaks

observed in the same spectrum as the expected peak n. The

weighting factor qk can be used to adjust the potential well

depth for each measured peak k. In this study, these

parameters were set to unity. cexist is the overall weight of

the peak existence potential. The schematic drawing in

Fig. 1c illustrates the effect of the peak existence potential.

Optionally, the range of the existence potential can be

defined individually for each measured peak by applying

peak-specific chemical shift tolerances D. This can be used

to assign an attractive potential with longer range for iso-

lated measured peaks than for peaks belonging to a cluster

of measured peaks.

The peak degeneracy potential Udegen(r) introduces a

penalty for degeneracy. Generally, it is unlikely but possible

that peaks assigned to different atoms are located at the same

position in the spectrum. Consequently, a potential is intro-

duced to induce peak-particles containing different

resonances to not occupy the same position. However, in

order to allow a certain degree of degeneracy, peak-particles

a b

c d

Fig. 1 Schematic representation of the four potential energy terms

for peak-particle dynamics simulation, illustrated for the example of a

2D spectrum. Peak-particles are represented by black circles. The

positions of measured peaks are indicated by grey circles. a Chemical

shift statistics potential. A peak-particle n at position (r1, r2)

experiences a force, indicated by the arrow, in the direction of the

statistical mean values x1 and x2 of the two resonances represented

by the peak-particle n. r1 and r2 are the chemical shift standard

deviation for the resonances, respectively, obtained from the chemical

shift statistics database. The grey area marks the region where the

peak is expected to occur according to the chemical shift statistics. b
Peak alignment potential. Peak-particles (in the same or different

spectra A, B) that share a common atom are subjected to forces

(arrows) in order to align their positions in the shared dimension, as

indicated by the vertical lines. c Peak existence potential. A force

pointing to the measured peak k at position ðr1
k ; r

2
k Þ and visualized by

the arrow, acts on the peak-particle n at position ðr1
n ; r

2
nÞ: d Peak

degeneracy potential. Small forces depicted by arrows act on peak-

particles that approach each other closely. The grey circles indicate

measured peaks. The peak degeneracy potential is, however, defined

only in terms of the peak-particles and independent from measured

peaks
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can adopt positions close to each other. The range of the force

is small, and the extent of how close they can approach each

other is controlled by the tolerance parameters D.

Udegen rð Þ ¼ cdegen

1

2

XN

n¼1

XN

k 6¼n

0
XDðnÞ

i¼1

1þ 2 qii
nk

�� ��3�3ðqii
nkÞ

2
� �

� h 1� ðqii
nkÞ

2
� �

;

where, for each expected peak n, the primed sum runs over

all expected peaks k in the same peak list as peak n that do

not share any common atoms with peak n. The potential

has a polynomial shape. The factor 1/2 stems from the fact

that every pair (n, k) of peak-particles is considered

twice. cdegen is the overall weight of the peak degeneracy

potential. Figure 1d illustrates the influence of the peak

degeneracy potential Udegen.

Potential gradient and force calculation

The interaction of N particles via the potential U can be

described by the classical equations of motion. The force fi

acting on a particle i with mass mi is f i ¼ �rri
U rið Þ and

the equation of motion can be written as mi€ri ¼ f i: Since

the peak-particles do not have a natural physical mass, we

attributed unit masses of 1 kg to all peak particles when

simulating the motion of the many-particle system as

described in the following. The units of the potential

weights cstat, calign, cexist, and cdegen are chosen such that the

unit of the potential energy is Joule (1 J = 1 kg m2 s-2).

The gradient of the potential of Eq. 1 reads as follows:

�rrU rð Þ ¼ �rrUstat rð Þ � rrUalign rð Þ � rrUexist rð Þ
� rrUdegen rð Þ

In detail, the four terms are

rrUstat rð Þ ¼ cstat2
XN

n¼1

pn

XDðnÞ

i¼1

ri
n � xðai

nÞ
rðai

nÞ
2

êi

rrUalignðrÞ ¼ calign2
XN

n¼1

XDðnÞ

i¼1

XN

k [ n

XDðkÞ

j¼1

pnpk
qij

nk

Di
dai

na
j
k
êi

rrUexist rð Þ ¼ cexist

XN

n¼1

pn

XM

l¼1

e�qnl=2
XDðnÞ

i¼1

qii
nl

Di
êi

YM

k 6¼l

0

� qk 1� e�qnk=2
� �

rrUdegen rð Þ ¼ cdegen3
XN

n¼1

XN

k 6¼n

0
XDðnÞ

i¼1

qii
nk

Di
qii

nk

�� ��� 1
� �

� h 1� ðqii
nkÞ

2
� �

êi

Here, êi stands for a unit vector pointing in the direction of

dimension i.

Integration time step

The Verlet algorithm (Allen and Tildesley 1987), which is

widely used in molecular dynamics simulation, is applied

for numerically integrating the equations of motion. The

method is based on positions r(t), accelerations a tð Þ ¼ €r tð Þ;
and the positions r(t - Dt) from the previous time step.

The equation for advancing the positions is

r t þ Dtð Þ ¼ 2r tð Þ � r t � Dtð Þ þ Dt2a tð Þ

The variable t denotes the time and Dt the integration time

step. The velocities v tð Þ ¼ _r tð Þneeded to evaluate the

kinetic energy are obtained from the finite difference

formula

v tð Þ ¼ r t þ Dtð Þ � r t � Dtð Þ
2Dt

To perform the integration time step and the kinetic energy

calculation, the chemical shift coordinates of the peak-

particles are scaled by a nucleus-specific factor in order to

bring the scaled coordinate values of all types of reso-

nances (1H, 15N and 13C) into similar ranges. This is

achieved by multiplying the chemical shift coordinates of

the peak-particles by scaling factors of 1.4 m ppm-1 for

protons, 0.2 m ppm-1 for carbons, and 0.1 m ppm-1 for

nitrogens. After each simulation step, the inverse scaling

yields the new unscaled coordinates of the peak-particles,

which are used for the potential and force calculation.

To control the temperature in a simulated annealing

schedule, the velocities are scaled in each peak-particle

dynamics time step by a factor that depends on the current

kinetic temperature and the given reference temperature

(Berendsen et al. 1984). This method forces the system

towards the desired temperature at a user defined rate,

while only slightly perturbing the forces on each particle.

The ratio of the integration time step to the coupling

constant for weak coupling to a heat bath was set to 0.03.

Consensus chemical shifts

In order to dispose of a single chemical shift assignment for

each resonance, the corresponding coordinate of every peak-

particle that is assigned to a given resonance is collected to

form an ensemble of raw chemical shift assignments. Then, a

consensus chemical shift assignment, introduced in the

protein structure calculation algorithm FLYA (López-

Méndez and Güntert 2006), is determined. The most highly

populated chemical shift value in the ensemble is computed

for each resonance and selected as the consensus chemical

shift value. The consensus chemical shift for a given reso-

nance is the value x that maximizes the function

f xð Þ ¼
P

j exp x� xðjÞð Þ=Dð Þ2=2
� �

; where the sum runs

over all chemical shift values x(j) for the given resonance in
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the ensemble of raw chemical shift assignments, and D
denotes the chemical shift tolerance.

Peak-particle dynamics simulation

The operational sequence of the program is presented in the

flow chart of Fig. 2. The DYNASSIGN algorithm was

implemented in the program CYANA (Güntert 2003;

Güntert et al. 1997) using the Fortran 95 programming

language. First, input data is read, namely the protein

sequence and peaks lists containing all observed peaks. A

separate peak list, in XEASY (Bartels et al. 1995) or

NMRView (Johnson 2004) format, is read for each spec-

trum. Then, based on the sequence, a list of all peaks

expected to occur in the spectra is generated by a new

CYANA command. Next, the peak-particle dynamics

simulation algorithm is executed until the exit condition is

fulfilled. The output of the DYNASSIGN algorithm is a list

containing the chemical shift assignments.

Initialization of the peak-particle dynamics simulation

After reading all input data and the user defined parame-

ters, the peak-particles are distributed randomly in the

simulation space. For this initial configuration, the force

acting on each peak-particle is evaluated. Initial velocities

are assigned to each peak-particle by choosing a uniformly

distributed random number lying within a nucleus-depen-

dent range of initial velocities for each coordinate.

The algorithm uses cutoffs and the concept of Verlet

neighbor lists (Allen and Tildesley 1987) which contain

information about the current peak-particle configuration in

order to accelerate the evaluation of the potential function

and its gradient. Interactions between peak-particles that

were further apart than the nucleus-specific cut-off values

of 0.3 ppm for protons, 2 ppm for carbons and 4 ppm for

nitrogens were neglected when calculating the existence

potential. The analogous cut-off values for the degeneracy

potential were 0.1 ppm for protons, 0.14 ppm for carbons

and 0.08 ppm for nitrogens. The existence and degeneracy

potential functions employ distinct pair lists that are ini-

tialized at the beginning of the peak-particle dynamics

simulation. The distance between the current and previous

position of a peak-particle is evaluated and used to decide

whether an update is necessary. If there was a large alter-

ation since the last update, e.g. if the distance exceeds a

threshold, then the neighbor list is updated. In case that

only slight changes compared to the configuration at the

previous update occurred, e.g. the distance is lower than

the threshold, no update is needed. For instance, a peak-

particle with two proton coordinates that has moved by at

least 0.07 or 0.12 ppm will trigger an update of the pair list

for the existence or degeneracy potential, respectively.

Equilibration and production phase

Following the initialization, the equilibration and produc-

tion phases are launched which comprise the main part of

the peak-particle dynamics simulation algorithm. The

simulation space is searched for the global potential energy

minimum (or a configuration nearby) using a simulated

annealing protocol in which the temperature serves as a

parameter to control the kinetic energy of the system.

At the beginning, a certain number of simulation steps

are performed at a constant, high temperature until the

system has come to equilibrium. At the end of this equil-

ibration period, all memory of the initial configuration

should have been lost. Typically, at the end of the equili-

bration phase, the system has reached a desired end

temperature that will be the starting temperature for the

next period, the ‘‘production phase’’. During this phase data

will be collected. The operational sequence of both phases

is identical except that resetting peak-particle positions is

Fig. 2 Flowchart of the DYNASSIGN algorithm. After reading input

data and creating a list containing all expected peaks, the peak-

particle dynamics simulation is executed over Nmax steps. Following

the initialization, the equilibration and production phases take place.

At certain times, the peak-particle dynamics simulation is interrupted

to execute a different procedure to improve the assignment. Every

500 steps unassigned peak-particles are moved onto measured peaks,

and every 2,000 steps fragments are matched to residues using a

complete set of chemical shift assignments. The output of the

algorithm comprises a list of chemical shift assignments
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performed only during the production phase. In each

time step, the new forces acting on each peak-particle

are calculated to obtain the accelerations, and the new

positions and velocities are derived according to the

Verlet algorithm.

Subsequently, the pair lists for the existence and

degeneracy potentials are updated for each peak-particle in

case that the condition for an update is fulfilled (Allen and

Tildesley 1987). The update condition depends on the

actual state of the system and its difference to the previous

configuration as described above. The usage of Verlet

neighbor lists accelerates the evaluation of potential gra-

dients significantly.

The next step in the simulation protocol, ‘‘Improve

assignment’’, has the aim to accelerate the search for

consistent and correct assignments by an external proce-

dure, not related to the peak-particle dynamics simulation.

The position of selected peak-particles is modified

according to the scheme described below. After resetting

the positions of certain peak-particles, the forces, veloci-

ties, and accelerations as well as the current kinetic and

potential energies are recalculated. Every 100 simulation

steps, the consensus chemical shift assignment of the cur-

rent configuration is determined for each resonance. When

the exit condition is fulfilled, then the peak-particle

dynamics simulation is stopped, otherwise the next time

step is executed.

Scoring function for residues

The potential energy value defined in Eq. 1 can be inter-

preted as a score by virtue of its definition. However, it is

not effective enough to judge the quality of a given single

chemical shift assignment. A more powerful method is to

score all resonances of a residue as a whole. In this way,

every chemical shift assignment of a residue obtains the

same score.

The residue score is calculated periodically, and the

highest score achieved for each residue is stored until the

end of the simulation. First, the consensus chemical shift

assignment dk is determined for each resonance k of the

current peak-particle configuration, as described above.

Then, the score S(n) of residue n and its assigned (con-

sensus) chemical shifts dk is evaluated with the following

formula:

S nð Þ ¼ mint

Mint

� �2 mseq

Mseq

� �2Y

k

exp �q
dk � xk

rk

� �2
 !

� 1� mk=Mkð Þ

The product runs over all resonances k belonging to residue

n. This definition of the score for a residue takes four

aspects into account. The first two factors consider how

well the chemical shifts correspond to the cross peaks in

the spectra. The number of expected intra-residual

(sequential) peaks that can be matched to a measured peak

is denoted by mint and mseq, respectively, and Mint and Mseq

are the total numbers of intra-residual and sequential peaks.

The third term compares the assigned chemical shifts with

the chemical shift statistics. dk represents the chemical shift

value assigned to resonance k, xk the mean value and rk

the standard deviation taken from the chemical shift sta-

tistics. The parameter q was set to 0.003. The last term of

S(n) takes into account the degeneracy of the chemical shift

assignments. Here, mk is the number of resonances that are

degenerate with resonance k and Mk is the total number of

resonances of the same type (1H, 13C, or 15N) as resonance

k in residue n. Degeneracy occurs when the degeneracy

condition |dl - dk| B D/10 is fulfilled, where dl and dk

denote the chemical shifts assigned to resonances l and k,

respectively, and D the chemical shift tolerance parameter.

The score can take values 0 B S(n) B 1, where values near

one indicate highly reliable assignments, and unreliable

assignments have scores close to zero.

Next, the best (maximal) score S(n)max and the set of

corresponding chemical shift assignments for residue n

achieved so far is stored. As the best assignments represented

by the maximal score S(n)max are not necessarily consistent

anymore with the best assignments of adjacent residues, a

consistency check is performed. Residues whose chemical

shifts are inconsistent with the assignments of the two

sequentially neighboring residues are penalized by a factor

1/2: S(n)max ? 0.5S(n)max.

The final set of chemical shift assignments from the

DYNASSIGN algorithm is obtained as follows: The

potential energy of the chemical shift configuration with

maximal score (which was stored, see above) is evalu-

ated using Eq. 1. If its value is lower than the potential

energy of a previously obtained configuration then the

current set of chemical shift assignment is stored as final

assignment until another set with lower potential energy

is found.

Improvement of assignment by resetting peak-particle

positions

The potential energy surface is composed of rather sharp

local minima at the positions of measured peaks which are

separated by comparatively flat areas in-between. There-

fore, the system can be trapped in local minima. To

partially overcome this problem, selected peak-particles

are periodically set to new, energetically favorable posi-

tions according to the scheme described below. After

re-location of the peak-particles, the peak-particle dynam-

ics simulation continues. There are two different methods

to reset the position of the peak-particles.
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First, peak-particles which are not in the vicinity of a

measured peak are set to the position of a measured peak

(see Fig. 3 for a simple illustration). The target measured

peak is chosen so that the coordinates of the new position

guarantee a consistent (consensus) chemical shift assign-

ment. In this manner, the search for new peak assignments

can be accelerated. Additionally, it also releases peak-

particles which are trapped in a local energy minimum, or

peaks trapped between the potential wells of two or more

measured peaks. This method of resetting single peaks is

executed every 500 simulation steps.

The second method has the aim to correct backbone

assignments locally (within a residue). In contrast to the

first method, groups of peaks belonging to the same residue

are moved to new, energetically favorable positions. In

order to support the peak-particle dynamics simulation

finding consistent Hk, Nk, CAk, CBk, Nk?1, and Hk?1 shift

assignments for a residue k and the following residue

k ? 1, peak-particles are reset to positions which corre-

spond to peaks measured in the spectra for backbone

assignment. This local optimization results in correct

assignments of Hk, Nk, CAk, CBk, Nk?1, and Hk?1 reso-

nances which are consistent within residue k and k ? 1.

However, the sequential (or global) assignment cannot

be achieved solely by this strategy. Thus, the peak-particle

dynamics simulation is started again to find a global

assignment with low energy. Consequently, peak-particles

involving side-chain resonances are automatically pulled

towards new locations, consistent with the reset backbone

peak-particles, during the following simulation steps. This

method of resetting peak-particles is executed every 2,000

steps using the consensus chemical shifts as new coordi-

nates and every 20,000 steps using the chemical shift

assignment with maximal residue score as new coordinates.

The groups of peak-particles which are moved simulta-

neously in the second method are defined as follows. Before

the peak-particle dynamics simulation starts, sets of chemi-

cal shifts Fk = {dHk, dNk, dCAk, dCBk, dHk?1, dNk?1} (or

FGly
k ¼ dHk; dNk; dCAk; dHkþ1; dNkþ1f g for glycine, or

FPro
k ¼ dCAk; dCBk; dHkþ1; dNkþ1f g for proline), hereafter

named fragments, are extracted from three common back-

bone spectra: CBCACONH, CBCANH and HN(CA)CO.

The obtained fragments are divided into three groups:

Fragments containing no CB shifts are identified as frag-

ments belonging to glycine, fragments with missing H and N

shifts are identified as fragments belonging to proline, and

fragments containing all 6 expected shifts are supposed to

belong to the other amino acid types. Next, these fragments

have to be matched onto residues in order to improve the

chemical shift assignments. In Fig. 4, a simple example is

presented. At first, the consensus chemical shift assignment

d(i) for each resonance i is determined using the raw chem-

ical shift assignments extracted from the current peak-

particle configuration, or, every 20,000 steps, from the

configuration with maximal residue score.

Then, the set of backbone shifts Rn = {dHn, dNn,

dCAn, dCBn, dHn?1, dNn?1} of each residue n (Pro and

Gly residues are excluded in this stage) is assigned to a

fragment Fk using the well-known, polynomial-time

‘‘Hungarian algorithm’’ that is available as subroutine

ASSNDX from the CERN Program Library (Bourgeois and

Lassalle 1971a, b; Munkres 1957; Silver 1960) (see

Fig. 4a, b). This procedure ensures the best fit between the

backbone shifts Rn of the current peak-particle configura-

tion (or the configuration with maximal residue score) and

the fragments Fk extracted from the backbone assignment

spectra. The deviation of the individual chemical shifts as a

whole is quantified with the cost function c ¼
P

Rn;FkP
j dj

n � dj
k

� �
=Dj

� �2
; where Dj denotes the tolerance

parameter for resonance j. The second summation runs

over all resonances j belonging to the residue. Next, as the

Hungarian algorithm cannot take into account of the con-

nectivity between adjacent residues, i.e. matching chemical

shift assignments of 1H and 15N, residues and its assigned

fragments are flagged in case that the assignment is not

consistent with the assignments of the adjacent residues.

All assignments of the flagged residues are discarded and

put into a pool of ‘‘unassigned residues’’. Accordingly, the

unused fragments are returned to a pool of ‘‘unused frag-

ments’’. A search algorithm with variable tolerance

parameter seeks for not yet assigned residues and unused

fragments in the pool which are consistent with the already

assigned residues (Fig. 4b, c). The tolerance used within

this search algorithm is slightly increased when no addi-

tional fragments that match unassigned residues could be

found. At this stage, proline and glycine fragments, FPro
k

and F
Gly
k ; are also matched onto proline and glycine resi-

dues, respectively. Consequently, the number of

consistently assigned residues and fragments can be

increased. When no more fragments can be matched onto

the amino acid sequence (Fig. 4c, d), then peak-particles

Fig. 3 Illustration of the relocation of unassigned peak-particles. a
Configuration before resetting peak-particles. b New configuration

after resetting peak-particles. Peak-particles (black) in the vicinity of

measured peaks (grey dots) are not reset. However, peak-particles

(circle) which do not have a corresponding measured peak partner are

moved onto an unoccupied measured peak
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are distributed in space according to their newly assigned

coordinates, obtained from the consensus chemical shift

values, and the peak-particle dynamics simulation is

restarted.

Preparation of data sets

Nine small proteins with previously determined nearly

complete resonance assignments and a well-defined 3D

structure were selected to test the correctness and perfor-

mance of the DYNASSIGN algorithm. All assignments had

been deposited in the BMRB in 2002 or later. The chemical

shift assignments of these proteins were obtained from the

BMRB website (www.bmrb.wisc.edu) (Seavey et al. 1991)

and stored in XEASY/CYANA chemical shift lists. The

assignments of the aliphatic 1H and backbone amide 1H

resonances were 78–100% complete. Peak lists for

CBCANH, CBCACONH, HNCA, HN(CO)CA, HBHA-

CONH, HNHA, HNHB, [13C,1H]-HSQC, CCONH, and

HCCH-TOCSY spectra were generated for the given pro-

tein sequences on the basis of the experimental chemical

shift lists. Peaks involving resonances for which no

chemical shift assignment was available from the BMRB

were excluded.

Results and discussion

The DYNASSIGN algorithm was tested on nine small

proteins with 46–90 residues. The test proteins were

selected according to the criteria stated above. Details

about these proteins are given in Table 1. For the deter-

mination of 1H, 13C and 15N backbone and side-chain

chemical shift assignments, a set of 10 common spectra

was used: CBCANH, CBCACONH, HNCA, HN(CO)CA,

HBHACONH, HNHA, HNHB, [13C,1H]-HSQC, CCONH,

and HCCH-TOCSY.

The input data comprised the amino acid sequence and a

peak list for each spectrum. The correctness of the chem-

ical shift assignment was assessed by comparison with the

Fig. 4 Example illustrating how ‘‘fragments’’ are matched onto the

sequence of residues. a A pool of 10 unused fragments, A–J,

containing Hi, Ni, CAi, CBi, Hi?1 and Ni?1 resonances on the left, and

the H, N, CA and CB resonances of a polypeptide sequence with nine

residues on the right. For simplicity, glycine and proline residues are

not included in this example. Unassigned residues in the sequence are

written with grey font. b Situation after application of the Hungarian

algorithm on unused fragments. Eight fragments are assigned (used

fragments in the middle) and matched onto the sequence written with

black font (right side). Two fragments, C and G, are left over in the

pool of unused fragments. The last residue of the polypeptide chain

cannot be assigned to a fragment. Thus, CA and CB of the last residue

are written with grey font. At this stage, H and N shifts of an assigned

fragment might be inconsistent with the H and N shifts of the

fragment assigned to the preceding residue (marked with grey ovals).

c Consistency check for matching fragments. Six fragments whose H

and N shifts do not match (indicated by grey ovals) are removed from

the sequence and returned to the pool of unused fragments (left). They

will be used in the next stage, when unused fragments will be added

to the sequence. The other four fragments match (black font on the

sequence) and will be assigned to the resonances of the sequence.

Unassigned resonances are drawn with grey font. d Final stage, after

adding more fragments to the sequence. All but two fragments are

used, and all residues are assigned. The two fragments I and J cannot

be used for a consistent and complete assignment of the sequence

b
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experimental reference chemical shift list from the BMRB.

For each protein, 106 peak-particle dynamics simulation

steps were performed with a time step size for the Ver-

let algorithm of Dt = 0.05 s. The chemical shift tolerance

parameters were 0.3 ppm for 15N and 13C, and 0.03 ppm

for 1H resonances. The numerical values of the potential

weights cstat = 0.1 J, calign = 0.3 J, cexist = 1.0 J, cdegen =

0.02 J were chosen empirically. The highest weight was

given to the peak existence potential, which is the only

potential that relates directly to the experimental data of the

protein under study. A low weight was used for the peak

degeneracy potential that has the purpose to slightly favor

non-degenerate assignments without excluding the occa-

sional degeneracies that occur in proteins.

The system size depends strongly on the size of the protein

and the number of NMR spectra used. For example, in the

cases of the smallest and largest proteins, Crambin and

Tm1112, respectively, there were 1658 and 4031 peak-par-

ticles in the system with 10 spectra.

The resulting chemical shift assignments of the proteins

after 106 steps of peak-particle dynamics simulation are

summarized in Table 2. Assignments with residue score

S(n)max C 0.1 were classified as ‘‘correct’’ if the deviation

between the assigned resonance and the reference chemical

shift value was smaller than the corresponding chemical shift

tolerance, or ‘‘wrong’’ otherwise. Assignments with a resi-

due score S(n)max \ 0.1 were classified as ‘‘unassigned’’.

Furthermore, if two side-chain resonances, e.g. HB2 and

HB3, are assigned to the same chemical shift within the

tolerance, then only one of the resonances is considered as

‘‘assigned’’, the other one is set to ‘‘unassigned’’ (see Table 3

for an example that illustrates this aspect).

The percentages in Table 2 were computed relative to the

total number of resonances that were assigned in the

Table 1 List of proteins to which the DYNASSIGN algorithm was applied

Name (Reference) Acronyma BMRBb PDB Residuesc Pro Gly

Crambin in DPC micelles (Ahn et al. 2006) Crambin 6504 1YV8 46 5 4

UBA domain of p62 (Long et al. 2008) UBA 15591 2JYZ 52 3 5

Chitin-binding domain of Streptomyces griseus chitinase (Akagi et al. 2006) ChiC 10005 2D49 54 1 7

ygdR protein from E.coli ygdR 15079 2JN0 43 (54)d 1 4

Second SH3 domain of adaptor Nck (Hake et al. 2008) Nck 15349 2JS0 54 2 7

Ovomucoid third domain (Song et al. 2003) Ovomucoid 5472 1M8B 56 2 4

Staphylococcus aureus hypothetical protein SAV1430 (Mercier et al. 2006) ZR18 5844 1PQX 87 3 2

Hypothetical protein Tm1112 from Thermotoga maritima Tm1112 5357 1LKN 89 5 4

Second PDZ domain of X11alpha (Duquesne et al. 2005) X11alpha 6113 1Y7 N 81 (90)d 3 10

a The acronym is used to refer to the protein in the text
b The reference chemical shift assignment was retrieved from the BMRB website deposited under the given accession code
c For each protein, the total number of residues, and the numbers of proline and glycine amino acids are listed
d The number in parenthesis is the total number of residues, including residues for which no reference chemical shifts are available

Table 2 Chemical shift assignment statistics

Protein 1H 13C 15N

Correct Wrong Unassigned Correct Wrong Unassigned Correct Wrong Unassigned

Crambin 146 (69) 9 (4) 57 (29) 105 (83) 3 (2) 19 (15) 35 (81) 1 (2) 7 (16)

UBA 203 (79) 10 (4) 43 (17) 141 (90) 6 (4) 10 (6) 48 (98) 0 1 (2)

ChiC 165 (69) 5 (2) 69 (29) 112 (87) 1 (1) 16 (12) 47 (78) 1 (2) 12 (20)

ygdR 173 (75) 9 (4) 48 (21) 119 (84) 3 (2) 19 (13) 43 (96) 1 (2) 1 (2)

Nck 225 (78) 11 (4) 54 (19) 155 (89) 6 (3) 14 (8) 53 (91) 2 (3) 3 (5)

Ovomucoid 202 (77) 7 (3) 55 (21) 132 (88) 4 (3) 14 (9) 55 (93) 0 4 (7)

ZR18 334 (74) 21 (5) 98 (22) 224 (81) 17 (6) 36 (13) 77 (88) 2 (2) 9 (10)

Tm1112 303 (62) 25 (5) 161 (33) 221 (74) 23 (8) 54 (18) 66 (74) 4 (4) 19 (21)

X11alpha 332 (80) 9 (2) 75 (18) 228 (90) 10 (4) 16 (6) 80 (95) 1 (1) 3 (4)

The numbers in parentheses are percentages relative to the total number of resonances in the reference chemical shift list. Assignments with

residue score S(n)max C 0.1 are classified as ‘‘correct’’ if the deviation between the assigned resonance and the reference chemical shift value is

smaller than the corresponding chemical shift tolerance, or ‘‘wrong’’ otherwise. Assignments with a residue score S(n)max \ 0.1 are classified as

‘‘unassigned’’
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reference chemical shift list from the BMRB and that gave

rise to peaks in the spectra considered. On average 74% of

the 1H resonances were assigned correctly. In addition,

correct assignments were obtained on average for 85% of the
13C and 88% of the 15N resonances. The number of wrongly

assigned resonances is on average 3.5% of the total number

of resonances and less than 6% in all cases. The remaining

resonances remained unassigned. The residue score S(n)max

thus enables in the majority of cases a clear distinction

between reliable assignments and unreliable ‘‘unassigned’’

resonances. The number of unassigned 1H resonances varies

between 17% and 33% among the nine test proteins. The

fraction of unassigned 13C and 15N resonances is consider-

ably lower (2–21%) than the fraction of unassigned 1H

resonances. Additionally, the error ratio is better for 13C and
15N because many of the wrongly assigned resonances are

filtered by the residue score criteria.

In practice, an algorithm, such as the present one, that

provides a smaller number of assignments with high reli-

ability is in general preferable over an algorithm that

returns an assignment for all, or almost all, resonances

without quality assessment because in the latter case the

conscientious user is still obliged to manually check and

validate every assignment. The completeness of the

assignments obtained by DYNASSIGN can be compared

with the protein chemical shift assignments deposited in

the BMRB (Seavey et al. 1991). Almost all of these

assignments have been established manually or by inter-

active semiautomatic methods. The average completeness

of the 1H assignments is 88% for the 2,645 entries for

proteins larger than 4 kDa, excluding obviously incomplete

entries with less than 50% assignments. The completeness

of the chemical shift assignments by the DYNASSIGN

algorithm is thus only slightly lower than that of typical

manual assignments of proteins. On the other hand, we

have shown earlier that 3D protein structures can be

obtained with an accuracy of about 1 Å backbone RMSD

by the fully automated FLYA approach on the basis of

chemical shift assignments that are 85% identical to those

obtained manually (López-Méndez and Güntert 2006), and

that a similar extent of chemical shift assignments enables

robust protocols for combined automated NOESY assign-

ment and structure calculation with CYANA (Jee and

Güntert 2003). Obviously, the results of the automated

DYNASSIGN algorithm can be transferred to one of the

software packages for interactive NMR spectrum analysis

in order to extend the assignments before proceeding to the

collection of conformational restraints and the structure

calculation.

In Fig. 5, the energy and the ratio of correct resonance

assignments as a function of simulation time are presented.

The data originates from the protein ChiC (Akagi et al.

2006). The first 10,000 time steps belong to the equili-

bration phase at a constant high temperature, which is

followed by the production phase during which the tem-

perature is gradually decreased up to a total number of

N = 106 simulation steps. Furthermore, the position of the

peak-particles is reset periodically which results in

numerous spikes but also a more rapid overall decrease of

the total energy (Fig. 5a).

The plot in Fig. 5b displays the individual terms of the

potential energy. It can be seen that the peak existence

potential (red) and the chemical shift statistics potential

(blue) give similar contributions to the total energy that are

larger than the contributions from the peak alignment

potential (green) and the peak degeneracy potential

(magenta). This is due to the choice of the potential

weights, cstat = 0.1 J, calign = 0.3 J, cexist = 1.0 J, and

cdegen = 0.02 J. Furthermore, the alignment of peak-parti-

cles is achieved of necessity through resetting peak-particle

positions. The peak degeneracy potential has the lowest

weight, cdegen = 0.02, and applies only to a small number

of peaks compared to the other potential terms that apply to

virtually all peaks. Thus, the degeneracy potential remains

small throughout the equilibration and production phase.

In contrast, the existence potential has highest weight,

cexist = 1.0, and operates on all peaks. Therefore, it shows

the biggest change during the simulation. The weighting

factor cstat = 0.1 J for the chemical shift statistics potential

is set to a small value in order to allow also assignments

that deviate strongly from the mean values of the chemical

shift statistics. But it is effective, together with the peak

existence potential, to hinder the peak-particles from

moving too far away from the area where peaks are

expected to occur. Note that there are no boundary con-

ditions included in the peak-particle dynamics simulation.

In Fig. 5c the percentage of correctly assigned reso-

nances with maximal residue score S(n)max is displayed.

The 15N resonances (green) show the best result, followed

by the 13C resonances (blue). The fraction of correctly

Table 3 Example illustrating the treatment of degenerate

assignments

Resonance Chemical shift (ppm) Classification

Reference Assigned Final

HB2 1.45 1.44 1.44 Correct

HB3 1.92 1.46 – Unassigned

HG2 1.31 1.32 1.32 Correct

HG3 2.98 2.67 2.67 Wrong

The chemical shift tolerance is D = 0.03 ppm. If two resonances are

assigned to the same ‘‘assigned’’ shift within the tolerance, then, one

of the resonances assignments is ‘‘correct’’ and its ‘‘final’’ shift

remains unchanged, whereas the other assignment is classified as

‘‘unassigned’’. If the assigned shifts are not equal within the tolerance,

then both shifts are kept but one of it is ‘‘wrong’’
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assigned 1H resonances (red) is lower than the ones for 15N

or 13C because the many 1H side-chain resonances are

more difficult to assign than backbone resonances. After

10% of the total simulation time approximately half of the

resonances are assigned correctly, and only slight

improvements of the chemical shift assignments are seen

after 20% of the simulation time of this deliberately long

run. Note that the progress of correct chemical shift

assignments is in agreement with the development of the

potential energy, shown in Fig. 5a, b.

The DYNASSIGN algorithm performs a peak-particle

dynamics simulation of freely moving peak-particles rep-

resenting the cross peaks in the NMR spectra. It is

interesting to visualize the individual peak-particles during

the simulation. For this purpose, the coordinates of all

peak-particles in the [13C,1H]-HSQC spectrum were

recorded at three different times of the same peak-particle

dynamics run as in Fig. 5 and graphically presented as

snapshots in Fig. 6. All peaks are considered and dis-

played, including those originating from resonances that

were classified as ‘‘unassigned’’ in Table 2. The reference

peak position is marked with a square (h) whereas for the

peak-particles itself a filled circle (s) is used when its

position is correct and a cross sign (9) when its position is

wrong. Figure 6a shows a snapshot of the configuration at

simulation step n = 5,000 during the initialization phase. It

is not surprising that the majority of the peak-particles are

not on their correct position because the peak-particles

started from randomly distributed positions and move with

relatively high velocity during this phase. Next, the equil-

ibration phase is launched. Figure 6b shows the

configuration at simulation step n = 100,000. Most of the

peak-particles have found a corresponding measured peak

(reference peak) although not necessarily the correct one

yet. As the simulation is evolving, only slight changes can

be observed. The final configuration after 106 simulation

steps is presented in Fig. 6c.

All calculations were performed on a single Intel pro-

cessor with 2.4 GHz clock frequency running under a

Linux operating system. The typical computation time was

a few hours for a small protein, depending mainly on the

number of peak-particles. In other words, the size of the

protein and the number and type of NMR spectra used are

determining the computation time.

Conclusion and outlook

In this paper we have developed a new approach for solving

the NMR chemical shift assignment problem that is different

from all earlier methods that have been developed for this

purpose. Test calculations with a series of small proteins

have shown that our algorithm is capable to automatically

assign backbone and side-chain chemical shifts. In the test

calculations correct assignments could be distinguished

from wrong ones using a residue-wise scoring function such

that the extent of wrong assignments is on average below 4%

for the data sets used in this study. This provides a proof of

principle for the new method. Our method is general in that

peak lists from any set of spectra can be used for which the

magnetization transfer pathways for generating the expected

peaks have been defined in a library.

On the other hand, there are limitations that will have to

be overcome by further research. In more difficult cases, a

Fig. 5 Plots of energy terms

and of the ratios of correct

assignment during the 106 steps

of peak-particle dynamics

simulation for the protein ChiC

(Akagi et al. 2006). a Total

energy (green) and kinetic

energy (red). Most energy

values for the equilibration

phase are off-scale. b Chemical

shift statistics potential (blue),

peak alignment potential

(green), peak existence potential

(red) and peak degeneracy

potential (magenta). c
Percentage of correctly assigned
1H (red), 13C (blue) and 15N

(green) resonances with

maximal residual score S(n)max

is shown
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significant part of the resonances can remain unassigned.

An improvement of the efficiency of the algorithm in terms

of the extent of assignments, the robustness against

imperfections of the peak lists, and the computation time is

needed for realistic applications. The computation time

increases with the number of peak-particles, i.e. the size of

the protein and the number of spectra. A more efficient

implementation of the potential and gradient computation

is conceivable by algorithmic improvements and parallel-

ization. While the original idea of treating the resonance

assignment problem by peak-particle dynamics-driven

simulated annealing is attractive from a basic point of

view, it is in practice important to combine peak-particle

dynamics simulation with resetting peak-particle positions

by the heuristic algorithm described in the paper. Test runs

without ‘‘matching fragments onto residues’’ and relocating

individual peak-particles yielded a significantly lower

number of correctly assigned chemical shifts. Similar

observations had been made with the GARANT program

that combines a genetic algorithm with a heuristic local

optimization method (Bartels et al. 1996, 1997). As the

method of ‘‘matching fragments onto residues’’ applies in

our algorithm only to selected backbone atoms but does not

include side-chain resonances, one could consider com-

bining the peak-particle dynamics simulation approach

with an external backbone assignment algorithm. While the

backbone resonances would be assigned mainly by means of

the other algorithm, side-chain assignments could be deter-

mined by the peak-particle dynamics simulation method.
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program XEASY for computer-supported NMR spectral analysis

of biological macromolecules. J Biomol NMR 6:1–10

Bartels C, Billeter M, Güntert P, Wüthrich K (1996) Automated
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specific NMR assignment of proteins by global fragment

mapping with the program MAPPER. J Biomol NMR 18:

129–137

Hake MJ, Choowongkomon K, Kostenko O, Carlin CR, Sonnichsen

FD (2008) Specificity determinants of a novel Nck interaction

with the juxtamembrane domain of the epidermal growth factor

receptor. Biochemistry 47:3096–3108

Hitchens TK, Lukin JA, Zhan YP, McCallum SA, Rule GS (2003)

MONTE: an automated Monte Carlo based approach to nuclear

magnetic resonance assignment of proteins. J Biomol NMR

25:1–9

Hyberts SG, Wagner G (2003) IBIS—A tool for automated sequential

assignment of protein spectra from triple resonance experiments.

J Biomol NMR 26:335–344

Jee J, Güntert P (2003) Influence of the completeness of chemical

shift assignments on NMR structures obtained with automated

NOE assignment. J Struct Funct Genom 4:179–189

Johnson BA (2004) Using NMR view to visualize and analyze the

NMR spectra of macromolecules. Meth Mol Biol 278:313–352

Leutner M, Gschwind RM, Liermann J, Schwarz C, Gemmecker G,

Kessler H (1998) Automated backbone assignment of labeled

proteins using the threshold accepting algorithm. J Biomol NMR

11:31–43

Lin HN, Wu KP, Chang JM, Sung TY, Hsu WL (2005) GANA—a

genetic algorithm for NMR backbone resonance assignment.

Nucleic Acids Res 33:4593–4601

Long J, Gallagher TR, Cavey JR, Sheppard PW, Ralston SH, Layfield

R, Searle MS (2008) Ubiquitin recognition by the ubiquitin-

associated domain of p62 involves a novel conformational

switch. J Biol Chem 283:5427–5440
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