Optimization of amino acid type-specific $^{13}$C and $^{15}$N labeling for the backbone assignment of membrane proteins by solution- and solid-state NMR with the UPLABEL algorithm

Frederik Hefke · Anurag Bagaria · Sina Reckel · Sandra Johanna Ullrich · Volker Dötsch · Clemens Glaubitz · Peter Güntert

Received: 14 October 2010 / Accepted: 1 December 2010 / Published online: 18 December 2010
© Springer Science+Business Media B.V. 2010

Abstract We present a computational method for finding optimal labeling patterns for the backbone assignment of membrane proteins and other large proteins that cannot be assigned by conventional strategies. Following the approach of Kainosho and Tsuji (Biochemistry 21:6273–6279 (1982)), types of amino acids are labeled with $^{13}$C or/and $^{15}$N such that cross peaks between $^{13}$CO($i$–1) and $^{15}$NH($i$) result only for pairs of sequentially adjacent amino acids of which the first is labeled with $^{13}$C and the second with $^{15}$N. In this way, unambiguous sequence-specific assignments can be obtained for unique pairs of amino acids that occur exactly once in the sequence of the protein. To be practical, it is crucial to limit the number of differently labeled protein samples that have to be prepared while obtaining an optimal extent of labeled unique amino acid pairs. Our computer algorithm UPLABEL for optimal unique pair labeling, implemented in the program CYANA and in a standalone program, and also available through a web portal, uses combinatorial optimization to find for a given amino acid sequence labeling patterns that maximize the number of unique pair assignments with a minimal number of differently labeled protein samples. Various auxiliary conditions, including labeled amino acid availability and price, previously known partial assignments, and sequence regions of particular interest can be taken into account when determining optimal amino acid type-specific labeling patterns. The method is illustrated for the assignment of the human G-protein coupled receptor bradykinin B2 (B2R) and applied as a starting point for the backbone assignment of the membrane protein proteorhodopsin.
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Introduction

The structure determination of membrane proteins, amyloid fibrils, and large protein complexes by either solution or solid-state NMR is a challenging task. While structure determination by solid-state NMR has been successful for small model proteins, i.e. the $\alpha$-spectrin SH3 domain (Castellani et al. 2002), ubiquitin (Zech et al. 2005), and the immunoglobulin-binding B1 domain of the streptococcal protein G (GB1) (Franks et al. 2008; Zhou et al. 2007), further methodological advances are required to extend the applicability of this technique to larger systems of biological and pharmacological interest, e.g. G protein-coupled receptors or ribosomal complexes. Recent developments in labeling strategies, NMR hardware, pulse sequences and structure determination protocols suggest that the study of such large systems is feasible. With regard to the structural analysis of helical membrane proteins by NMR spectroscopy, the difficulty of obtaining...
sufficient amounts of purified protein, homogenously reconstituted in an appropriate hydrophobic environment is a first limitation to overcome. Furthermore, the analysis of NMR spectra of membrane proteins is hampered by the low chemical shift dispersion of the helical secondary structure, resulting in an overall low sensitivity and a high degree of signal overlap. In addition, in solution NMR the size of the proteo-micelle leads to broad lines due to slow tumbling and fast relaxation which further aggravates signal overlap and low sensitivity. Thus, standard labeling techniques and experiments designed for the backbone assignment in solution as well as in the solid state are only partially successful and selective labeling becomes an indispensable tool. In this context, a suite of labeling and assignment strategies can help to obtain sequence-specific resonance assignments for proteins with poor resolution.

A widely-used labeling scheme for the sequential assignment and the measurement of long-range distance restraints by solid-state NMR for use in structure calculations is based on the usage of [1,3-13C] and [2-13C]-glycerol (Higman et al. 2009). Other labeling schemes used to obtain resonance assignments in the solid state include the use of [1,4-13C], [2,3-13C], and [1,2,3,4-13C] succinic acid based samples (van Gammeren et al. 2004) and reverse labeling in which key hydrophobic residues remain unlabeled (Etzkorn et al. 2007; Schneider et al. 2008). Other labeling schemes, such as fractional [U,13C]-glucose labeling (Schubert et al. 2006) or labeling with [1,13C]-glucose (Hong 1999) or [2,13C]-glucose (Lundström et al. 2007) provide alternative labeling approaches that may be well suited depending on protein secondary structure and amino acid type composition.

In solution NMR, segmental labeling has been employed to incorporate stable isotopes into one or several sequence regions of a protein (Busche et al. 2009; Skrisovska and Allain 2008; Yamazaki et al. 1998; Züger and Iwai 2005). Transmembrane segment enhanced labeling (Reckel et al. 2008) is a tool for the backbone assignment of z-helical membrane proteins that relies on the fact that approximately 60% of the amino acids in transmembrane regions consist of only six different amino acid types, Ala, Gly, Ile, Leu, Phe, and Val. By 15N/13C-double-labeling of these amino acid types, sequential connectivities can be obtained for stretches composed exclusively of these six amino acid types as they occur predominantly in the transmembrane segments. Stereo-array isotope labeling (SAIL) (Kainosho and Güntert 2009; Kainosho et al. 2006), which applies a complete stereospecific and regiospecific labeling pattern that is optimal with regard to the quality and information content of the resulting NMR spectra, is a further approach to reduce relaxation and overlap, in particular for the side-chain atoms.

However, with increasing line-widths and complexity of the spectra most of these labeling and assignment strategies become unfeasible. In order to address this problem, we present here a computer algorithm that enables the optimal use of an assignment method based upon amino acids labeled selectively with 13C or/and 15N (Kainosho and Tsuji 1982). This method can unambiguously assign the polypeptide backbone of unique pairs of adjacent amino acids in the protein sequence. Unique pairs are distinguished from each other by a combination of samples with different amino acid type-specific labeling patterns as has been described previously (Maslennikov et al. 2010; Parker et al. 2004; Shi et al. 2004; Trbovic et al. 2005). The low density of NMR-active nuclei in such samples gives rise to higher quality spectra than with uniformly 13C/15N-labeled protein samples. A given amino acid pair at the sequence positions \(i-1\) and \(i\) gives rise to a cross peak between 13CO(\(i-1\)) and 15NH(\(i\)) in a HNCO, HN(CO), or NCO spectrum if and only if the first residue is labeled with 13C and the second with 15N. In principle, all unique pairs of amino acids in a protein can be assigned with this approach by preparing for each unique pair a sample in which the first residue type is labeled with 13C and the second with 15N. However, the high number of samples that would have to be prepared and measured by NMR makes this brute force approach unpractical. Instead, the same result can be achieved with a far smaller number of differently labeled protein samples by exploiting the peak presence and absence patterns of a given amino acid pair in samples with multiple 13C or/and 15N labeled amino acid types (Maslennikov et al. 2010; Parker et al. 2004; Trbovic et al. 2005). The purpose of our new algorithm is to determine optimal labeling patterns by combinatorial optimization under a variety of auxiliary conditions that are important for practical applications (Fig. 1).

![Fig. 1 Input and output data of the ULABEL algorithm](image-url)
Materials and methods

Definitions

Two amino acids residues form an (ordered) pair if they are next to each other in the protein sequence. A pair is a unique pair if no other pair in the protein sequence is composed of the same amino acid types. We denote the set of all pairs as AA, and the subset of all unique pairs of interest as UP. A labeling scheme with n samples consists of n subsets U1, ..., Un ⊆ AA of labeled pairs in which the first amino acid is labeled with 13C and the second with 15N. A labeled pair gives rise to a peak in a HNCO, HN(CO), or NCO spectrum. Two labeled pairs can lead to the co-occurrence of further labeled pairs. For instance, in the sequence Gly-Thr-Ala-Thr-Ala-Gly the labeling of the pairs Gly-Thr and Ala-Gly requires 13C, 15N-Gly, 13C-Ala, and 15N-Thr, which results in the co-labeling of the pair Ala-Thr. The peak occurrence pattern of a pair is the set of spectra that contain a peak for the given pair. A peak occurrence pattern is uniquely encoded into its pattern number, given by the integer number in which the j-th bit is set if and only if the pair is labeled in the sample j = 1, ..., n. An unambiguous sequence-specific resonance assignment of a unique pair can be obtained if its pattern number is unique, i.e., if no other pair gives rise to the same peak pattern. The maximal pattern number, and thus the maximal number of pairs that can be assigned by a labeling scheme, is 2n – 1. However, co-labeling between pairs can limit the number of amino acids that can be added to a sample, because the peak occurrence pattern needs to be unique for an unambiguous assignment. A labeling scheme is optimal if it yields, under given auxiliary conditions, the maximal number of (or, according to a scoring function, the most valuable) unambiguous assignments using the smallest number of samples.

Graph representation of the problem

The problem to find an optimal combinatorial labeling scheme belongs to the class of NP-hard problems which are difficult to solve because the computation time to find an exact solution increases exponentially with the problem size. To show this, the problem is transformed into a graph problem. Unique pairs are represented by nodes x ∈ UP, and an edge exists between two nodes x1 and x2 if their labeling leads to the co-labeling of a third pair x3 ∈ AA. A special case of the problem is that the labeling scheme can only consist of unique pairs. This can be achieved by modifying the graph so that an edge exists only when two pairs co-label a non-unique pair. This subproblem corresponds to the NP-complete set packing problem (Ausiello et al. 1980) in that every sample corresponds to a set packing. Hence, the general problem must also belong to the class of NP-complete problems.

The UPLABEL algorithm

Our UPLABEL algorithm for finding (approximately) optimal labeling schemes is implemented in the CYANA program package (Güntert 1997), in a freely available standalone program, and by a web portal at http://www.bpc.uni-frankfurt.de/guentert/wiki/index.php/UPLABEL. It employs a randomized greedy algorithm to generate labeling schemes that can be scored afterwards. The general strategy is to transform a sequence of unique amino acid pairs x1, ..., xN ∈ UP into a labeling scheme that carries as much information as possible, as expressed by the score (see below). This preliminary solution is then improved by permuting the order of the input pairs x1, ..., xN and repeating the scoring until convergence is reached or a user-defined time limit is exceeded. As in a dynamic algorithm, subsolutions are stored and used to speed up the computation. The algorithm uses several iterations with randomized input to reduce the risk of encountering a bad solution.

First all N unique pairs x1, ..., xN ∈ UP are assembled from the amino acid sequence of the protein and a matrix is set up that stores the information whether the labeling of two pairs x1 ∈ AA and x2 ∈ AA leads to the co-labeling of a third pair x3 ∈ AA. The unique pairs are then added to the labeling scheme in the order described by x1, ..., xN. The pair is assigned greedily to the pattern number that maximizes the scoring function for that pair, while preserving the uniqueness of all pattern numbers of unique pairs and user-defined properties. Whenever a pair cannot be added to the labeling scheme with the current number of samples, a new sample is added. Following this iterative procedure the ordered set of unique pairs x1, ..., xN is mapped to pattern numbers in the range 1, ..., 2N – 1, which establishes a labeling scheme with n samples. Repeating the procedure with different initial permutations of the unique pairs leads to a sampling of different labeling schemes. The ten distinct labeling schemes with the best score are saved.

Finding a favorable sampling scheme iteratively allows the algorithm to discard partial labeling schemes that have no chance to be optimal. Because the addition of a new sample doubles the number of available pattern numbers, the searching time for a pattern number also doubles with every extra sample. Cutting off at a certain pattern number thus saves computing time, excluding unique pairs that cannot be assigned using the number of samples.

Saving partial solutions is another way to reduce the computation time. Partial labeling schemes consisting of i < N unique pairs are stored in a tree. The path from the root of the tree to the leaves is formed by the permutation
of unique pairs. Each node stores the partial labeling scheme that consists of the pairs \( x_1, \ldots, x_i \). Another child node is then appended, extending the labeling scheme with a new pair \( x_{i+1} \). This allows re-using part of an already completed labeling scheme as the starting point for the addition of new pairs. A new labeling scheme is computed with the next permutation. This technique is similar to using a dynamic programming algorithm, but allows for more flexibility in the order the permutations are tested.

Since the number of possible permutations is prohibitively large for a larger number of unique pairs, an alternative strategy was also implemented. This second algorithm first designs an approximate labeling scheme that does not necessarily preserve the uniqueness of pattern numbers and then locally optimizes it by removing duplicate occurrence patterns. If possible, the removed pairs are again added to the labeling scheme with a different pattern number. Since the number of amino acids pairs affected by removing a unique pair from a sample decreases with a growing number of samples the effectiveness of this approach rises with a growing number of samples. This second algorithm works especially well if the number of samples is greater than the dyadic logarithm of the number of unique pairs because most pairs can then be integrated into the labeling scheme, while the first algorithm is better at deciding which pairs to exclude. Therefore, in an UPLABEL calculation the second algorithm is used to create a labeling scheme that serves as a lower bound for the first algorithm so that convergence is reached sooner.

**The scoring function**

The scoring function measures desirable properties of a (partial or complete) labeling scheme. The UPLABEL algorithm uses the scoring function to implement restraints which are used to select optimal labeling schemes among all labeling schemes that are compatible with the constraint of uniqueness of the peak occurrence patterns.

In the present implementation of the UPLABEL algorithm, the scoring function \( F \) is the weighted sum of four terms that capture different aspects of a labeling scheme, \( \Lambda \),

\[
F(\Lambda) = w_1 s(\Lambda) + w_2 p(\Lambda) + w_3 f(\Lambda) + w_4 i(\Lambda)
\]  

(1)

The individual terms in the scoring function are normalized to values between 0 and 1 by scaling with the values for the theoretical best and worst labeling schemes. In addition, every term carries a user-defined weighting factor through which the labeling scheme can be tuned by the user.

The first term of the score is inversely proportional to the number of samples used, \( n \), and normalized by \( \log_2 N \), the minimal number of samples theoretically needed if there were no pairs that co-label other pairs:

\[
s(\Lambda) = \frac{\log_2 N}{n}.
\]

(2)

The second term takes into account the “price” of labeled amino acids. Given prices \( P(a, \gamma) \) for the standard amino acid types \( a = 1, \ldots, 20 \) labeled with isotope(s) \( \gamma = 1^3C, 15^N, \) or \( 1^3C/15^N \), the contribution to the score is given by

\[
p(\Lambda) = 1 - \frac{\sum_{s=1}^S \sum_{a=1}^{20} \sum_{\gamma=1^3C,15^N,1^3C/15^N} \delta(a, s, \gamma) P(a, \gamma)}{S \sum_{a=1}^{20} \max_{\gamma=1^3C,15^N,1^3C/15^N} P(a, \gamma)}.
\]

(3)

\( S \) denotes the number of samples, and \( \delta(a, s, \gamma) \) equals 1 if the amino acid type \( a \) is labeled in sample \( s = 1, \ldots, S \) with the isotope(s) \( \gamma \), and 0 otherwise. The total cost of the labeling scheme is normalized by the maximal total cost that would be incurred by using in all samples the most expensive labeling for each amino acid.

The third term measures the fraction of all available pattern numbers for a given number \( n \) of samples that are used for labeling \( M \) pairs:

\[
f(\Lambda) = \frac{M}{2^n}
\]

(4)

Because of co-labeling or incomplete labeling of the unique pairs, the number of used pattern numbers, \( M \), may be larger or smaller than the number of unique pairs of interest, \( N \).

The fourth term is used to weigh regions of interest with a user-defined interest factor \( I(l) \) for all \( l = 1, \ldots, L \) amino acid residues of the protein.

\[
i(\Lambda) = \frac{\sum_{s=1}^S \sum_{l=1}^L \mu(l, s) I(l)}{S \sum_{l=1}^L I(l)}
\]

(5)

The term \( \mu(l, s) \) equals 1 if the residue \( l \) is part of a labeled pair in the sample \( s \), and 0 otherwise.

**Auxiliary conditions**

The basic optimization problem of finding a labeling scheme that yields unambiguous assignments for as many unique pairs as possible using as few samples as possible needs in practice often be modified because additional conditions have to be met by the labeling scheme. The UPLABEL was thus designed to be flexible with regard to imposing various auxiliary conditions on labeling schemes. If \( 1^3C, 15^N, \) and \( 1^3C/15^N \) labeling is available only for a subset of the standard amino acids, the labeling scheme can be restricted to include only the available labeled amino acids. A limit on the maximal number of expected peaks in
the spectra can be imposed by the user to avoid excessive overlap. To concentrate the assignment effort on given regions of the protein sequence, the set \( \text{UP} \) of unique pairs can be redefined freely by the user to comprise only a subset of all unique pairs, and/or to include also additional, non-unique pairs. This can be useful if parts of the sequence have already been assigned and the combinatorial labeling serves to fill missing gaps in the assignment. Alternatively, the main biological interest may lie in a certain region of the protein such as the active site, the loop regions, or the transmembrane regions of a membrane protein, while assignments of other parts of the protein are not required. In the first case it is permissible to include also non-unique pairs if all but one occurrences of a pair are already assigned. In the second case labeling schemes will be determined that allow predominantly the assignment of unique pairs in the region of interest. In certain cases it may also be acceptable to get assignments with a user-defined maximal degree of ambiguity because other knowledge may still enable a meaningful interpretation of the results. For instance, if the structure of the protein is known, it can be used to resolve ambiguities.

Amino acid type-specific (un)labeled NMR samples can also be produced at low cost starting from uniformly labeled \( ^{13}\text{C} \) and \( ^{15}\text{N} \) sources by specifically adding an excess of unlabeled amino acids. The amino acid residues of the resulting protein will be either doubly \( ^{13}\text{C}^{15}\text{N} \)-labeled or unlabeled. The UPLABEL algorithm can also be applied in this situation to evaluate whether employing an un-labeling strategy would be feasible. This technique is very similar to the labeling approach proposed by (Parker et al. 2004) that also uses only doubly labeled amino acids. In practice, it can be advantageous to decrease the labeling cost by using a combination of samples with specific un-labeling and normal partial amino acid type-specific labeling.

If several related sequences are to be assigned by combinatorial labeling, the number of labeled amino acid types required can be minimized by keeping the labeling of the common unique pairs of both sequences the same. The remaining unique pairs can then be re-added to get two labeling schemes using largely the same labeled amino acid types.

**Editing of labeling schemes**

Once good labeling schemes have been found by the UPLABEL algorithm, the user may consider additional criteria that are not incorporated into the scoring function. The UPLABEL algorithm allows the import, manual editing, and optimization of a labeling scheme, which can then be rescored against the built-in scoring function. Samples that can be extended by a certain pair without causing assignment ambiguities are reported by the program. The user can remove pairs or add new pairs, including non-unique pairs, with the algorithm exhaustively trying all permutations of those pairs using an optimization function to remove redundancies and to lower the cost of labeling. The program can provide statistical information on the expected peaks per sample, the average number of expected peaks, and the number of peaks for which a unique assignment is possible. Since the UPLABEL algorithm is integrated into CYANA, general CYANA functions can be used to analyze expected properties of a sample, for example, the expected extent of peak overlap (Schmucki 2008; Schmucki et al. 2009).

**Input and output**

The input data comprise necessary and optional parameters (Fig. 1). In its basic form, the UPLABEL algorithm requires as input only the amino acid sequence of the protein. However, to find optimal labeling schemes in various commonly occurring situations, the user may provide additional information. Amino acids that are subject to scrambling can be excluded from the labeling scheme. The search for optimal labeling schemes can be further improved by putting emphasis on certain amino acid types or certain regions of the sequence to take into account the availability of amino acid types and/or already gathered information, such as the amino acid type specific “prices” of Eq. (3) that allow the exclusive or preferential use of certain labeled amino acid types (Maslennikov et al. 2010), and specifying the importance of assigning certain sequence positions through Eq. (5). Optionally, also duplicate patterns or amino acid pairs that occur multiply in the sequence can be included in labeling schemes, e.g. if they may be assigned by other, complementary methods. The “marker” parameter can be used to add an extra dimension to the labeling scheme, if a peak cannot be distinguished by the labeling scheme alone, but there are experiments available to distinguish it by other means. A limit on the maximal number of peaks per sample can be set by the user to reduce possible spectral overlap, if necessary.

To facilitate examining the results of the computation, the (typically ten) best-scoring labeling schemes can be visualized in different ways. The “samples presentation” lists the samples with their proposed composition of \( ^{15}\text{N} \), \( ^{13}\text{C} \), and \( ^{13}\text{C},^{15}\text{N} \)-labeled amino acids. This presentation is useful for the preparation of the samples and for comparing labeling schemes. The “sequence presentation” shows the pairs together with their respective labeling patterns along the sequence. This view is used to get an overview of the pairs that can be assigned using a labeling scheme, and their respective peak patterns. Examples are shown in the Results section.
Results and discussion

Our goal was to create a flexible software package that is capable of finding labeling schemes for the backbone assignment of membrane proteins and other proteins that are difficult to assign by traditional methods. Here we show results obtained by the UPLABEL algorithm. Special care was taken to incorporate as far as possible common restrictions and auxiliary conditions when designing labeling schemes and to make the output easily understandable.

Expected number of unique pairs

The probability of a pair to be unique in a protein sequence composed of $L$ amino acid residues can be estimated as $(1-p)^{L-2}$, assuming that all 20 amino acid types occur independently and with equal probability, $p = 1/20$, at each sequence position (Reckel et al. 2008). One would thus expect 78% unique pairs in a protein of 100 residues, and 47% unique pairs in a protein of 300 residues. Taking into account that the amino acid types occur in proteins with different probabilities $p_1, \ldots, p_{20}$ (McCaldon and Argos 1988), the probability of a pair to be unique decreases to $\sum_{j=1}^{20} p_j (1-p_j)^{L-2}$, or 72% and 40% for proteins of 100 and 300 residues, respectively. Even though the distribution of amino acid residue types in membrane proteins is less uniform than in general proteins, this indicates that a significant number of assignments can be achieved by this method. For instance, the human G-protein coupled receptor bradykinin B2 (B2R) with 391 residues contains 115 (29%) unique pairs, excluding proline-containing pairs.

The labeling of multiple unique pairs in a sample can lead to the undesired co-labeling of further pairs. Labeling $m$ unique pairs $A_1B_1, \ldots, A_mB_m$ by incorporating $\text{^{13}C}$ into the amino acid types $A_1, \ldots, A_m$ and $\text{^{15}N}$ into the amino acid types $B_1, \ldots, B_m$ leads to the labeling of all pairs $\{A_iB_j\}, i, j = 1, \ldots, m$, that occur in the protein sequence. The probability that only the $m$ intended unique pairs $A_1B_1, \ldots, A_mB_m$ (but no others) are labeled is approximately $(1-p^{2m-2})$ in the case of uniform amino acid type occurrence, i.e. 82% for $m = 10$ or 41% for $m = 20$ unique pairs.

Control application for a sequence with known optimal solution

To verify the correct functioning of the UPLABEL algorithm in a case for which an optimal solution is known we applied it to a 16 amino acid residue fragment from the bradykinin receptor B2R (Fig. 2). This sequence comprises 15 pairs, all of which are unique. This is the theoretically maximal number of unique pairs that can be assigned with 4 samples ($15 = 2^4-1$). Co-labeling does not impose further restrictions for this sequence. Indeed, the UPLABEL algorithm yielded a labeling scheme that allows the unambiguous assignment of all 15 unique pairs (Fig. 2).

Application to helical membrane proteins

Combinatorial labeling can be employed as a stand-alone technique to partially assign the protein backbone providing site-specific probes that can be useful in certain instances, as described also by (Parker et al. 2004). Whereas their method suggests half labeling of certain residues to further increase the information content, the UPLABEL introduced here solely relies on the absence or presence of a peak within the different samples. Although this requires preparation of more samples, analysis is clearly advantageous for the application to membrane proteins where high peak intensity variations occur within the sequence as for instance between loop and transmembrane regions. Conformational exchange phenomena further complicate the analysis.

As an example, the UPLABEL algorithm was applied to the bradykinin receptor, B2R. This G-protein-coupled receptor is activated upon binding of the peptide hormone bradykinin whose structure has been solved in complex with its receptor (Lopez et al. 2008). Structural data on the receptor itself is sparse mostly due to limited availability of functionally reconstituted protein. To further investigate the mechanisms of peptide binding and to use these insights for drug design, data on the receptor would be highly desirable. Unique pair labeling could provide a powerful tool to assign this 44 kDa complex that comprises 391 amino acid residues and 115 unique pairs excluding prolines, either covering the complete sequence or focusing on the peptide binding pocket as demonstrated here. Fig. 3
shows the sequence of B2R with a labeling scheme determined by the UPLABEL algorithm which was limited to 9 samples. A total of 100 iterations were conducted with weighting factors in Eq. (1) of $w_1 = 10$, $w_2 = 0$, $w_3 = 10$, $w_4 = 0$ using about 7 h of computation time on a standard desktop computer. This representation allows for an easy evaluation of the distribution of labeled amino acid pairs in an amino acid sequence. For 108 out of all 115 unique pairs, i.e. those with '1' in the first row and 'X' in the second row, the labeling patterns are unique. These pairs can be assigned unambiguously by this labeling scheme which requires the preparation of 9 samples. The number of unique pairs that can be assigned unambiguously by a labeling scheme with a given number of samples, $n$, is shown in Table 1. It falls short of the theoretical maximum of $2^n - 1$ because the co-labeling of pairs precludes the use of some labeling patterns. With ten samples all unique pairs can be identified unambiguously by their labeling pattern.

Since the solution space is searched randomly, multiple runs of the algorithm using different random number generator seed values will usually produce slightly different results (Table 1). Even if two labeling schemes assign the same number of unique pairs that does not imply that both labeling schemes are the same. Many different labeling schemes exist that unambiguously assign the same number of (but not the same) unique pairs. To allow for the manual selection of a suitable labeling scheme the 5–10 best solutions are kept for inspection (Fig. 3). The user can then select one of them based on possible further criteria that are not captured by the scoring function.

In order to look at a certain region of the protein sequence, it is possible to restrict the search for unique pairs. For this, it is not sufficient to simply extract the sequence regions of interest and to compute an optimal labeling scheme for this isolated part of the sequence because the rest of the sequence can also give rise to peaks. If pairs are labeled outside the selected range, they can be

<table>
<thead>
<tr>
<th>Scheme 1</th>
<th>Scheme 2</th>
<th>Scheme 3</th>
<th>Scheme 4</th>
<th>Scheme 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALA</td>
<td>BCBBBCBC</td>
<td>BCBBBCBB</td>
<td>B.BBBB.B</td>
<td>B.BBBB.B</td>
</tr>
<tr>
<td>ARG</td>
<td>BNB.BNBNB</td>
<td>B.BCB.CB</td>
<td>CB.B.NNN</td>
<td>NBN.NNCN</td>
</tr>
<tr>
<td>ASN</td>
<td>BCBBBCBB</td>
<td>CCNB.BB</td>
<td>CBBNBNBN</td>
<td>B.B.BBN</td>
</tr>
<tr>
<td>ASP</td>
<td>NC.N.NC.C</td>
<td>BN.B.BN</td>
<td>BCBNNBN</td>
<td>BBN.BBN</td>
</tr>
<tr>
<td>CYS</td>
<td>BN.BCB.B</td>
<td>BC.NCNBNB</td>
<td>BNBN.BN</td>
<td>B.B.C.ND</td>
</tr>
<tr>
<td>GLU</td>
<td>.CBBB.B</td>
<td>B.BBBBNB</td>
<td>BB.BNNB</td>
<td>BBN.BBBB</td>
</tr>
<tr>
<td>GLY</td>
<td>NCCCN.BN</td>
<td>BBNNBNBN</td>
<td>BBN.BBB</td>
<td>BBN.BBBB</td>
</tr>
<tr>
<td>HIS</td>
<td>B.BCCB.N</td>
<td>CNN.NCCN</td>
<td>NNN.C...</td>
<td>NNNCCN.CC</td>
</tr>
<tr>
<td>ILE</td>
<td>BCBBNCBB</td>
<td>B.BBNBBN</td>
<td>BBNNBN.BB</td>
<td>BCB.B.NCN</td>
</tr>
<tr>
<td>LEU</td>
<td>.CBBNBCB</td>
<td>BNBNNNBND</td>
<td>CNBNNBN</td>
<td>BBN.BNBBN</td>
</tr>
<tr>
<td>LYS</td>
<td>BB.BCB.B</td>
<td>B.BBN.BB</td>
<td>BB.BBBB</td>
<td>BCBNNBB N</td>
</tr>
<tr>
<td>MET</td>
<td>NNCCCN.B</td>
<td>BCBNNBN C</td>
<td>NCCCN.B</td>
<td>BBN.BN.BB</td>
</tr>
<tr>
<td>PHE</td>
<td>BBNNB.CN</td>
<td>CB.C...</td>
<td>NBN.CB.N</td>
<td>NNNCCCN.B</td>
</tr>
<tr>
<td>SER</td>
<td>BBNBNBNB</td>
<td>BBN.BN.B</td>
<td>BBN.BNC</td>
<td>BCB.BN</td>
</tr>
<tr>
<td>THR</td>
<td>CB.B.B</td>
<td>BCB.BB.B</td>
<td>BB.BBB</td>
<td>NNNCCNB.</td>
</tr>
<tr>
<td>TRP</td>
<td>.CNBC.C</td>
<td>C.CNCN</td>
<td>NHC.C</td>
<td>CN.B.B</td>
</tr>
<tr>
<td>TYR</td>
<td>BN.BCCBN</td>
<td>.NCCN.CB</td>
<td>N.B...</td>
<td>NCC..N</td>
</tr>
<tr>
<td>VAL</td>
<td>CNBCCNBC</td>
<td>NNNCCN.CC</td>
<td>C.NC.C</td>
<td>CNC.NC</td>
</tr>
</tbody>
</table>
used to confirm existing assignments, if available, but only unique pairs within the regions of interest are to be assigned unambiguously based on the labeling scheme. To demonstrate this, we determined an optimal labeling scheme for residues 131–172 of the protein B2R. This region corresponds to part of its ligand binding site, which involves helices 3, 6, and 7, and contains 17 unique pairs. A total of 100 iterations were conducted with 4 samples, weighting factors \( w_1 = 10, \ w_2 = 0, \ w_3 = 10, \) and \( w_4 = 50. \) All amino acids types except proline were considered. Using 4 samples, this labeling scheme yields unambiguous assignments for 7 unique pairs, of which 6 are in the range of interest of residues 131–172 (Fig. 4).

In many cases, however, the assignment does not solely rely on unique pair labeling, but is combined with additional data, for instance from uniformly labeled samples. In solution NMR, assignment of membrane proteins mostly relies on the most robust and sensitive experiments as the HNCA, HNCOCAB for assignment while information from the HNCACB is often incomplete. Without the C\(^{\beta}\) shift that is more characteristic for the amino acid type than the C\(^{\alpha}\) shift and provides an additional sequential connectivity, assignment is often highly ambiguous. In this respect, combinatorial labeling can be helpful at two stages. At the outset of the assignment process it can serve as a method to provide starting points for the assignment. To this end the labeling is designed to cover a large percentage of the sequence by using abundant amino acids such as Ala, Gly, Ile, Leu, Phe, and Val that tend to cluster in the transmembrane regions (Reckel et al. 2008). The number of unique pairs is then less important as ambiguities can be resolved with the help of uniform labeling. In the case of the 26 kDa membrane protein proteorhodopsin a combinatorial labeling approach comprising \(^{15}\)N-Ala, Phe, and Ile combined with \(^{1}\)\(^{13}\)C-Ser, Leu, Val, and Gly was crucial to start the assignment. Preparation of three different samples as indicated in Table 2 allowed the differentiation between all alanines, phenylalanines and isoleucines, respectively, and enabled the assignment of 4 out of 20

### Table 1 Number of unique pairs assigned by the UPLABEL algorithm for the protein B2R

<table>
<thead>
<tr>
<th>Samples</th>
<th>Assigned unique pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>6</td>
<td>32</td>
</tr>
<tr>
<td>7</td>
<td>58</td>
</tr>
<tr>
<td>8</td>
<td>89</td>
</tr>
<tr>
<td>9</td>
<td>109</td>
</tr>
<tr>
<td>10</td>
<td>115</td>
</tr>
</tbody>
</table>

The values given are the median, minimal and maximal number of assigned unique pairs in 100 runs of the UPLABEL algorithm with different random number generator seed values and parameters as for Fig. 3. There are 115 unique pairs (excluding proline) in the 391 amino acid sequence of B2R.

**Fig. 4** Labeling scheme optimized for residues 131–172 of the human G-protein coupled receptor bradykinin B2 (B2R). Symbols have the same meaning as in Fig. 3.
alanines as part of a Ser-Ala pair, 4 others as part of a Leu-Ala pair and another 2 as part of a Val-Ala pair. Likewise, seven pairs with phenylalanine (1 Ser-Phe, 2 Leu-Phe, 4 Val-Phe), and six pairs with isoleucine (4 Leu-Ile, 2 Gly-Ile) could be identified in the combination of HSQC and 2D HN(CO) experiments (Fig. 5). Additional information about the residue types is a positive side effect although it can obviously also be obtained by standard selective labeling approaches.

Unique pair labeling can also be employed at a later stage of the assignment process when a significant portion of the backbone resonances have been identified using, for example, standard assignment procedures with uniformly labeled samples. Due to conformational exchange broadening, peak overlap or the presence of prolines, gaps in the assignment will occur. These regions can then be assigned using a site-specific combinatorial labeling strategy focusing on amino acids of the respective region as described above for the bradykinin receptor.

**Conclusions**

In this paper we introduced a new algorithm for optimizing amino acid type-specific labeling to determine backbone assignments of proteins that cannot be assigned unambiguously by other methods. The UPLABEL algorithm provides more flexibility than earlier approaches (Maslennikov et al. 2010; Parker et al. 2004; Trbovic et al. 2005). The main difference to (Parker et al. 2004) is that in UPLABEL the peak patterns are defined exclusively by the presence or absence of peaks, whereas (Parker et al. 2004) consider peak heights which can be difficult to assess in case of low signal-to-noise and overlap. The number of samples and a variety of conditions can be specified for a given sequence. This can be useful to obtain optimal results with an affordable effort and cost of sample production. The protein samples that are produced for obtaining backbone assignments with the UPLABEL algorithm can subsequently also be used to collect long-range conformational restraints for structure calculations. The advantages of extensive and selective labeling are reduced spectral overlap due to the reduction of the number of signals and a marked decrease of line-widths due to the removal of scalar and dipolar couplings, which is beneficial for the collection of conformational restraints.

**Table 2** Labeling scheme for the protein proteorhodopsin as calculated by the UPLABEL algorithm

<table>
<thead>
<tr>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alanine</td>
<td>$^{15}$N</td>
<td>$^{15}$N</td>
</tr>
<tr>
<td>Phenylalanine</td>
<td>$^{15}$N</td>
<td>$^{15}$N</td>
</tr>
<tr>
<td>Isoleucine</td>
<td>$^{15}$N</td>
<td>$^{15}$N</td>
</tr>
<tr>
<td>Serine</td>
<td>$^{13}$C</td>
<td>$^{13}$C</td>
</tr>
<tr>
<td>Leucine</td>
<td>$^{13}$C</td>
<td>$^{13}$C</td>
</tr>
<tr>
<td>Valine</td>
<td>$^{13}$C</td>
<td>$^{13}$C</td>
</tr>
<tr>
<td>Glycine</td>
<td>$^{13}$C</td>
<td>$^{13}$C</td>
</tr>
</tbody>
</table>

**Fig. 5** Unique pair labeling of proteorhodopsin. The upper row shows the $^{15}$N,$^1$H-TROSY-HSQC spectra (A, C, E) of three samples labeled as indicated in Table 2, with the related 2D $^{15}$N,$^1$H HN(CO) spectra (B, D, F) below. As an example, the same peak position is encircled in each spectrum. While the peak can be observed in the $^{15}$N,$^1$H-TROSY-HSQC spectra of samples 1 and 2, it is absent in sample 3 and can thus be identified as a phenylalanine. Further specification can then be done together with the 2D HN(CO) where the peak is only observed in sample 2 which indicated a valine as the preceding residue. Together with uniform labeling this peak was assigned as Phe76.
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