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Automated NMR Structure Calculation With CYANA

Peter Güntert

Summary
This chapter gives an introduction to automated nuclear magnetic resonance (NMR) structure

calculation with the program CYANA. Given a sufficiently complete list of assigned chemical
shifts and one or several lists of cross-peak positions and columes from two-, three-, or four-
dimensional nuclear Overhauser effect spectroscopy (NOESY) spectra, the assignment of the
NOESY cross-peaks and the three-dimensional structure of the protein in solution can be calcu-
lated automatically with CYANA.

Key Words: Protein structure; NMR structure determination; conformational constraints;
automated structure determination; automated assignment; NOESY assignment; CYANA program;
network anchoring; constraint combination; torsion angle dynamics.

1. Introduction
Until recently, nuclear magnetic resonance (NMR) protein structure deter-

mination has remained a laborious undertaking that occupied a trained spectro-
scopist over several months for each new protein structure. It was recognized
that many of the time-consuming interactive steps carried out by an expert
during the process of spectral analysis could be accomplished by automated,
computational approaches (1). Today, automated methods for NMR structure
determination are playing a more and more prominent role and are superseding
the conventional manual approaches to solving three-dimensional (3D) protein
structures in solution.

In de novo 3D structure determinations of proteins in solution by NMR
spectroscopy, the key conformational data are upper distance limits derived from
nuclear Overhauser effects (NOEs) (2–4). To extract distance constraints
from a nuclear Overhauser effect spectroscopy (NOESY) spectrum, its cross-
peaks have to be assigned—that is, the pairs of interacting hydrogen atoms have
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354 Güntert

to be identified (see Note 1 for a summary of conventions used in this chap-
ter). The NOESY assignment is based on previously determined chemical shift
values that result from chemical shift assignment (see Note 2). Because of the
limited accuracy of chemical shift values and peak positions, many NOESY
cross-peaks cannot be attributed to a single unique spin pair but have an
ambiguous NOE assignment composed of multiple spin pairs (see Note 3).
Obtaining a comprehensive set of distance constraints from a NOESY spectrum
is by no means straightforward under these conditions but becomes an iterative
process in which preliminary structures, calculated from limited numbers of
distance constraints, serve to reduce the ambiguity of cross-peak assignments.
In addition to the problem of resonance and peak overlap, considerable diffi-
culties may arise from spectral artifacts and noise, and from the absence of
expected signals because of fast relaxation or conformational exchange. These
inevitable shortcomings of NMR data collection are the main reason why until
recently laborious interactive procedures have dominated 3D protein structure
determinations. The automated NOESY assignment method CANDID (5)
implemented in CYANA follows the same general scheme but does not require
manual intervention during the assignment/structure calculation cycles (Fig. 1).

Fig. 1. General scheme of automated combined NOESY assignment and structure
calculation.
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Two main obstacles have to be overcome by an automated approach starting
without any prior knowledge of the structure: First, the number of cross-peaks
with unique assignment based on chemical shifts is, as just pointed out, in gen-
eral not sufficient to define the fold of the protein. Therefore, the automated
method must have the ability to make use also of NOESY cross-peaks that can-
not yet be assigned unambiguously. Second, the automated program must be
able to substitute the intuitive decisions of an experienced spectroscopist in deal-
ing with the imperfections of experimental NMR data by automated devices that
can cope with the erroneously picked or inaccurately positioned peaks and with
the incompleteness of the chemical shift assignment of typical experimental data
sets. If used sensibly, automated NOESY assignment with CYANA has no dis-
advantage compared to the conventional, interactive approach but is a lot faster
and more objective. With CYANA, the evaluation of NOESY spectra is no
longer the time-limiting step in protein structure determination by NMR.

2. Materials
1. Computer with a UNIX -based operating system (e.g., Linux, Silicon Graphics

IRIX, Compaq Alpha OSF1, IBM AIX, or MacOS X). The time-consuming struc-
ture calculations are most efficiently performed on a cluster of Linux computers
using the message passing interface (MPI) for interprocess communication (6), or
on a shared-memory multiprocessor system. A minimum of 256 megabytes of
memory per processor is recommended.

2. CYANA software package for structure calculation using torsion angle dynamics,
automated NOESY assignment, and structure analysis.

3. MOLMOL software package (7) for molecular graphics and structure analysis.
4. Input file with the amino acid sequence.
5. One or several input files with lists of cross-peaks from 2D [1H,1H]–NOESY, 3D

or 4D 13C- or 15N-resolved [1H,1H] NOESY spectra. The input NOESY peak lists
can be prepared either using interactive spectrum analysis programs such as
XEASY (8), NMRView (9), ANSIG (10,11), or by automated peak-picking meth-
ods such as AUTOPSY (12) or ATNOS (13), which permit starting the NOE
assignment and structure calculation process directly from the NOESY spectra.
The peak lists must give the positions and volumes of the NOESY cross-peaks, but
initial assignments are not required for the NOESY cross-peaks.

6. Input file(s) with 1H and, if available, 13C and 15N chemical shifts in the format of
the program XEASY (8) or of the BioMagResBank (14).

7. Optional: Previously assigned NOE upper distance constraints or other previously
assigned conformational constraints. These will not be touched during automated
NOE assignment but will be used for the CYANA structure calculation.

3. Methods
In this section, automated structure calculation with CYANA is described.

Automated NOESY assignment is described in Subheading 3.1., and structure
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calculation by torsion angle dynamics-driven simulated annealing in
Subheading 3.2. The effect of incomplete chemical shift assignment is dis-
cussed in Subheading 3.4., quality control of structure calculations using auto-
mated NOESY assignment in Subheading 3.5., and strategies to overcome
problems with insufficient input data in Subheading 3.5. The approach pre-
sented here has been used successfully in many NMR structure determinations
of proteins with hitherto unknown structure (see Note 4).

3.1. Automated NOESY Assignment

In the program, CYANA automated NOESY assignment is performed by the
CANDID algorithm (5) that combines features from NOAH (15,16) and ARIA
(17–20), such as the use of 3D structure-based filters and ambiguous distance
constraints, with the new concepts of network anchoring and constraint combi-
nation that enable an efficient and reliable search for the correct fold already in
the initial cycle of de novo NMR structure determinations.

3.1.1. Overview of the CANDID Algorithm for Automated
NOE Assignment

In CYANA, the automated CANDID method (5) proceeds in iterative cycles
of ambiguous NOE assignment followed by structure calculation using torsion
angle dynamics (Fig. 1):

1. Read experimental input data. Amino acid sequence, chemical shift list from
sequence-specific resonance assignment, list of NOESY cross-peak positions and
volumes, and, optionally, conformational constraints from other sources for use in
addition to the input from automated NOE assignment.

2. Create initial assignment list. For each NOESY cross-peak, one or several initial
assignments are determined based on chemical shift agreement within a user-
defined tolerance range.

3. Rank initial assignments. For each individual NOESY cross-peak the initial
assignments are weighted with respect to several criteria, and initial assignments
with low overall score are discarded. The filtering criteria include the agreement
between the values of the chemical shift list and the peak position, self-consistency
within the entire NOE network (see “network anchoring” in Subheading 3.1.3.),
and, if available (i.e., in cycles 2, 3, . . .), the compatibility with the 3D structure
from the preceding cycle (Fig. 2). The assessment of self-consistency also
includes a check for the presence of symmetry-related cross-peaks.

4. Calibrate distance constraints. From the NOESY peak volumes or intensities
upper distance bounds are derived for the corresponding, ambiguous or unam-
biguous distance constraints.

5. Eliminate spurious NOESY cross-peaks. Only those cross-peaks are retained that
have at least one assignment with a network-anchoring score above a user-defined
threshold and that are compatible with the intermediate 3D protein structure
generated in the preceding cycle (cycles 2, 3, . . .).
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6. Constraint combination. In cycles 1 and 2 groups of 2 or 4, a priori unrelated
long-range distance constraints are combined into new virtual distance constraints
that each carry the assignments from two of the original constraints (see
Subheading 3.2.2.).

7. Structure calculation. Using torsion angle dynamics (see Subheading 3.1.4.) a 3D
structure of the protein is calculated that is added to the input for the following
cycle. Distance constraints from NOEs with multiple assignments and those
resulting from constraint combination are introduced as ambiguous distance
constraints into the structure calculation. Return to step 1.

Between subsequent cycles, information is transferred exclusively through
the intermediary 3D structures, in that the molecular structure obtained in a
given cycle is used to guide the NOE assignment in the following cycle (Fig. 1).
Otherwise, the same input data is used for all cycles. For each cross-peak, the
retained assignments are interpreted in the form of an upper distance limit
derived from the cross-peak volume. Thereby, a conventional distance con-
straint is obtained for cross-peaks with a single retained assignment. Otherwise
an ambiguous distance constraint is generated that embodies several assign-
ments (see Subheading 3.1.2.). Cross-peaks with a poor score are temporarily
discarded. To reduce deleterious effects on the resulting structure from erro-
neous distance constraints that may pass this filtering step, long-range distance
constraints are incorporated into “combined distance constraints” (see “con-
straint combination” in Subheading 3.1.4.). The distance constraints are
then included in the input for the structure calculation with the CYANA tor-
sion angle dynamics algorithm. An automated structure calculation typically

Fig. 2. Three conditions that must be fulfilled by a valid assignment of a NOESY
cross-peak to two protons A and B in the CANDID-automated NOESY assignment
algorithm (5): (A) agreement between chemical shifts and the peak position, (B) network
anchoring, and (C) spatial proximity in a (preliminary) structure.
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involves seven cycles (Fig. 3). In the first cycle, the structure-independent NOE
self-consistency check (see “network anchoring” in Subheading 3.1.3.) has a
dominant impact because structure-based criteria cannot be applied yet. The
second and subsequent cycles differ from the first cycle by the use of additional
selection criteria for cross-peaks and NOE assignments that exploit the protein
3D structure from the preceding cycle. Because the precision of the structure
determination normally improves with each subsequent cycle (Fig. 3), the cri-
teria for accepting assignments and distance constraints are tightened in more
advanced cycles of the structure calculation. The output from a CANDID cycle
includes a listing of NOESY cross-peak assignments, a list of comments about
individual assignment decisions that can help to recognize potential artifacts in
the input data, and a 3D structure in the form of a bundle of conformers. In the
final cycle, an additional filtering step ensures that all NOEs have either unique
assignments to a single pair of hydrogen atoms, or are eliminated from the input

Fig. 3. Structures of the heme chaperone CcmE (37) obtained with the program
CYANA in seven consecutive cycles of combined automated NOESY assignment with
CANDID (5) and structure calculation with torsion angle dynamics. The backbones of
the 10 conformers with lowest target function value in each cycle were drawn with the
program MOLMOL (7).
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for the structure calculation. This allows for the direct use of the NOE distance
constraints in subsequent refinement and analysis programs that do not handle
ambiguous distance constraints.

3.1.2. Ambiguous Distance Constraints

Ambiguous distance constraints (21,22) provide a very important concept for
handling ambiguities in the initial, chemical-shift-based NOESY cross-peak
assignments. Prior to the introduction of ambiguous distance constraints, in gen-
eral only unambiguously assigned NOEs could be used as distance constraints in
the structure calculation. Because the majority of NOEs cannot be assigned
unambiguously from chemical shift information alone, this lack of a general way
to incorporate ambiguous data into the structure calculation considerably ham-
pered the performance of early automatic NOESY assignment algorithms (15).

When using ambiguous distance constraints, each NOESY cross-peak is
treated as the superposition of the signals from each of its multiple assignments,
using relative weights proportional to the inverse sixth power of the corre-
sponding interatomic distance. A NOESY cross-peak with a unique assignment
possibility gives rise to an upper-bound b on the distance between two
hydrogen atoms, α and β. A NOESY cross-peak with n > 1 assignment possi-
bilities can be seen as the superposition of n degenerate signals and interpreted
as an ambiguous distance constraint, , with 

Each of the distances dk = d(αk, βk) in the sum corresponds to one assignment
possibility to a pair of hydrogen atoms, αk and βk. Because the “r−6-summed
distance” is always shorter than any of the individual distances dk, an
ambiguous distance constraint is never falsified by including incorrect
assignment possibilities, as long as the correct assignment is present.

3.1.3. Network Anchoring

Network anchoring (5) exploits the observation that the correctly assigned
constraints form a self-consistent subset in any network of distance constraints
that is sufficiently dense for the determination of a protein 3D structure. Network
anchoring thus evaluates the self-consistency of NOE assignments independent of
knowledge on the 3D protein structure, and in this way it compensates for the
absence of 3D structural information at the outset of a de novo structure determi-
nation (Fig. 2). The requirement that each NOE assignment must be embedded in
the network of all other assignments makes network anchoring a sensitive
approach for detecting erroneous, “lonely” constraints that might artificially con-
strain unstructured parts of the protein. Such artifact constraints would not lead to
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systematic constraint violations during the structure calculation and, therefore,
can not be eliminated by 3D structure-based peak filters. The network-anchoring
score Nαβ for a given initial assignment of a NOESY cross-peak to an atom pair
(α,β) is calculated by searching all atoms γ in the same or in the neighboring
residues of either α or β that are connected simultaneously to both atoms α and
β. The connection may either be an initial assignment of another peak (in the
same or in another peak list) or the fact that the covalent structure implies that the
corresponding distance must be short enough to give rise to an observable NOE.
Each such indirect path contributes to the total network-anchoring score for the
assignment (α,β), an amount given by the product of the generalized volume con-
tributions (5) of its two parts, α → γ and γ → β. Nαβ has an intuitive meaning as
the number of indirect connections between the atoms α and β through a third
atom γ, weighted by their respective generalized volume contributions. The
calculation of the network-anchoring score is recursive in the sense that its cal-
culation for a given peak requires the knowledge of the generalized volume
contributions from other peaks, which in turn involves the corresponding net-
work-anchored assignment contributions. Therefore, the calculation of these
quantities is iterated three times, or until convergence. Note that the peaks from
all peak lists contribute simultaneously to the network-anchored assignment.

3.1.4. Constraint Combination

Spurious distance constraints may arise in NMR protein structure determi-
nations from misinterpretation of noise and spectral artifacts. This situation is
particularly critical at the outset of a structure determination, before a preliminary
structure is available for 3D structure-based filtering of constraint assignments.
Constraint combination (5) aims at minimizing the impact of such imperfections
on the resulting structure at the expense of a temporary loss of information.
Constraint combination is applied in the first two cycles. It consists of generat-
ing distance constraints with combined assignments from different, in general
unrelated, cross-peaks (Fig. 4). The basic property of ambiguous distance con-
straints, namely that the constraint will be fulfilled by the correct structure
whenever at least one of its assignments is correct, regardless of the presence of
additional, erroneous assignments, implies that such combined constraints have
a lower probability of being erroneous than the corresponding original con-
straints (provided that less than half of the original constraints are erroneous;
see Note 5). Two modes of constraint combination are provided in CYANA (5):
“2 → 1” combination of all assignments of two long-range peaks each into a
single constraint, and “4 → 4” pairwise combination of the assignments of four
long-range peaks into four constraints. Let A, B, C, D denote the sets of
assignments of four peaks. Then, 2 → 1 combination replaces two constraints
with assignment sets A and B, respectively, by a single ambiguous constraint with
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assignment set A ∪ B, the union of sets A and B (Fig. 4). The 4 → 4 pairwise
combination replaces four constraints with assignments A, B, C, and D by four
combined ambiguous constraints with assignment sets A ∪ B, A ∪ C, A ∪ D,
and B ∪ C, respectively. In both cases, constraint combination is applied only
to the long-range peaks, that is, the peaks with all assignments to pairs of
atoms separated by five or more residues in the sequence, because in case of
error their effect on the global fold of a protein is more pronounced than that
of erroneous short- and medium-range constraints. The number of long-range
constraints is halved by the 2 → 1 combination but stays constant on 4 → 4 pair-
wise combination. Therefore, the latter approach preserves more of the original
structural information. Furthermore, it can take into account that certain peaks
and their assignments are more reliable than others because the peaks with
assignment sets A, B, C, D are used 3, 2, 2, and 1 times, respectively, to form
combined constraints. To this end, the long-range peaks are sorted according to
their total residue-wise network-anchoring score (5), and the 4 → 4 combination
is performed by selecting the assignments A, B, C, D from the first, second,
third, and fourth quarter of the sorted list, respectively. The upper distance bound
b for a combined constraint is formed from the two upper distance bounds b1
and b2 of the original constraints either as the r−6-sum, , or as

the maximum, . The first choice minimizes the loss of information
if two already correct constraints are combined, whereas the second choice

b b b= ( )max ,1 2

b b b= +( )1
6

2
6 1 6/

Fig. 4. Schematic illustration of the effect of constraint combination (6) in the case
of two distance constraints, a correct one connecting atoms A and B, and an incorrect
one between atoms C and D. A structure calculation that uses these two constraints as
individual constraints that have to be satisfied simultaneously will, instead of finding
the correct structure (A), result in a distorted conformation (B), whereas a combined
constraint that will be fulfilled already if one of the two distances is sufficiently short
leads to an almost undistorted solution (C).
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avoids the introduction of too small an upper bound if a correct and an erroneous
constraint are combined.

3.2. Structure Calculation

The calculation of the 3D structure forms a cornerstone of the NMR method
for protein structure determination. Because of the complexity of the problem—
a protein typically consists of more than 1000 atoms, which are restrained by a
similar number of experimentally determined constraints in conjunction with
stereochemical and steric conditions—it is in neither feasible to do an exhaus-
tive search of allowed conformations nor to find solutions by interactive model
building. Therefore, the calculation of the 3D structure is formulated in
CYANA as a minimization problem for a target function that measures the
agreement between a structure and the given set of constraints.

3.2.1. Target Function

The CYANA target function (23,24) is defined such that it is zero if and only
if all experimental distance constraints and torsion angle constraints are ful-
filled and all nonbonded atom pairs satisfy a check for the absence of steric
overlap. A conformation that satisfies the constraints more closely than another
one will lead to a lower target function value. The exact definition of the
CYANA target function is:

Upper and lower bounds, bαβ, on distances dαβ between two atoms α and β,
and constraints on individual torsion angles θi in the form of allowed intervals
[θi

min, θi
max] are considered. Iu, Il, and Iv are the sets of atom pairs (α,β) with

upper, lower, or van der Waals distance bounds, respectively, and Ia is the set of
restrained torsion angles. wu, wl, wv, and wa are weighting factors for the dif-
ferent types of constraints. denotes the half width of the
forbidden range of torsion angle values, and ∆i is the size of the torsion angle
constraint violation.

3.2.2. Torsion Angle Dynamics

The minimization algorithm in CYANA is based on the idea of simulated
annealing (25) by molecular dynamics simulation (see Note 6) in torsion angle
space. The distinctive feature of molecular dynamics simulation when com-
pared to the straightforward minimization of a target function is the presence of
kinetic energy that allows overcoming barriers of the potential surface, which
reduces greatly the problem of becoming trapped in local minima. Torsion

i i i= ( )max min 2

V w d b wc
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angle dynamics, that is, molecular dynamics simulation using torsion angles
instead of Cartesian coordinates as degrees of freedom (24,26–34), provides at
present the most efficient way to calculate NMR structures of biological macro-
molecules. The only degrees of freedom are the torsion angles, that is, rotations
about single bonds, such that the conformation of the molecule is uniquely
specified by the values of all torsion angles. Covalent bonds that are incompat-
ible with a tree structure because they would introduce closed flexible rings, for
example, disulphide bridges, are treated, as in Cartesian space dynamics, by dis-
tance constraints. The efficiency of the torsion angle dynamics algorithm (30)
implemented in the program CYANA, and previously in DYANA (24), is high
because of the fact that it requires a computational effort that increases only lin-
early with the system size (see Note 7). In contrast, the computation time for
“naïve” approaches to torsion angle dynamics rises with the third power of the
system size (e.g., ref. 29), which renders these algorithms unsuitable for use with
macromolecules. With the fast torsion angle dynamics algorithm in CYANA, the
advantages of torsion angle dynamics, especially the much longer integration
time steps that can be used, are effective for molecules of all sizes.

3.2.3. Simulated Annealing

The potential energy landscape of a protein is complex and studded with
many local minima, even in the presence of experimental constraints and when
using the simplified target function of Subheading 3.2.1. Because the temper-
ature, that is, kinetic energy, determines the maximal height of energy barriers
that can be overcome in a molecular dynamics trajectory, the temperature
schedule is important for the success and efficiency of a simulated annealing
calculation. Elaborated protocols have been devised for structure calculations
using molecular dynamics in Cartesian space (35,36). In addition to the tem-
perature, other parameters, such as force constants and repulsive core radii, are
varied in these schedules, which may involve several stages of heating and cool-
ing. The fast exploration of conformation space with torsion angle dynamics
allows for much simpler schedules. The standard simulated annealing protocol
in the program CYANA (24) starts from a conformation with all torsion angles
treated as independent, uniformly distributed random variables and consists of five
stages:

1. Initial minimization. A short minimization to reduce high-energy interactions that
could otherwise disturb the torsion angle dynamics algorithm: 100 conjugate gra-
dient minimization steps are performed, including only distance constraints
between atoms up to 3 residues apart along the sequence, followed by a further
100 minimization steps including all constraints. For efficiency, until step 4, all
hydrogen atoms are excluded from the check for steric overlap, and the repulsive
core radii of heavy atoms with covalently bound hydrogens are increased by
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0.15Å with respect to their standard values. The weights in the target function of
Subheading 3.2.1. are set to 1 for user-defined upper and lower distance bounds,
to 0.5 for steric lower distance bounds, and to 5Å2 for torsion angle constraints.

2. High-temperature phase. A torsion angle dynamics calculation at constant high
temperature: One-fifth of all N torsion angle dynamics steps are performed at a
constant high reference temperature of, typically, 10,000 K. The time step is ini-
tialized to 2 fs (= 2 × 10−15 s). The list of van der Waals lower distance bounds is
updated every 50 steps using a cutoff of 4.2Å for the interatomic distance through-
out all torsion angle dynamics phases.

3. Slow cooling. Torsion angle dynamics calculation with slow cooling close to zero
temperature: The remaining 4N/5 torsion angle dynamics steps are performed dur-
ing which the reference value for the temperature approaches zero according to a
fourth-power law.

4. Low-temperature phase with individual hydrogen atoms. Incorporation of all
hydrogen atoms into the check for steric overlap: After resetting the repulsive core
radii to their standard values, and increasing the weighting factor for steric con-
straints to two, 100 conjugate gradient minimization steps are performed, followed
by 200 torsion angle dynamics steps at zero reference temperature.

5. Final minimization. A final minimization consisting of 1000 conjugate gradient steps.

With the CYANA torsion angle dynamics algorithm it is possible to effi-
ciently calculate protein structures on the basis of NMR data. Even for a system
as complex as a protein, the program CYANA can execute thousands of torsion
angle dynamics steps within minutes of computation time. For instance, the
computation time for the calculation of one conformer of the 136-residue heme
chaperone protein CcmE on the basis of 2453 NOE upper distance bounds and
56 torsion angle constraints (37) using 10,000 torsion angle dynamics steps on
a single processor is below 1 min on up-to-date hardware:

Linux PC, Pentium IV, 3.06 GHz: 29 s
Linux PC, Pentium IV, 1.8 GHz: 42 s
Compaq Alpha server GS 320: 23 s
Silicon Graphics, R16000, 700 MHz: 39 s
Silicon Graphics, R12000, 400 MHz: 59 s

Furthermore, because an NMR structure calculation always involves the
computation of a group of conformers, it is highly efficient and straightforward
with CYANA to run calculations of multiple conformers in parallel. Nearly
ideal speedup, that is, an overall computation time almost inversely proportional
to the number of processors, can be achieved with CYANA (24).

3.3. Effect of Incomplete Chemical Shift Assignments

A limiting factor for the application of the automated NOE assignment
algorithm CANDID is that it relies on the availability of an essentially complete
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list of chemical shifts from the preceding sequence-specific resonance assign-
ment. At present, chemical shift assignment remains largely the domain of
semiautomated and interactive methods, in spite of promising attempts toward
automation (1). Experience shows that in general the majority of the chemical
shifts can be assigned readily, whereas others pose difficulties that may require
a disproportionate amount of the spectroscopist’s time. Hence, NMR structure
determination would be speeded up significantly if NOE assignment and struc-
ture calculation could be based on incomplete lists of assigned chemical shifts,
or if chemical shift assignments could be completed during the structure calcu-
lation (see Note 8), provided that the reliability and robustness of the NMR
method for protein structure determination is not compromised.

It has been shown (38) that for reliable automated NOESY, assignment with
the CANDID algorithm around 90% completeness of the chemical shift assign-
ment is necessary (see Note 9). In certain cases, the lack of a small number of
“essential” chemical shifts can lead to a significant deviation of the structure.
On the other hand, in practice the algorithm might be expected to tolerate a
slightly higher degree of incompleteness in the chemical shift assignments pro-
vided that most missing assignments are of “unimportant” atoms that are
involved in only few NOEs. This is usually the case because the chemical shifts
of protons that are involved in many NOEs, and if absent prevent the program
from correctly assigning any of these NOEs, are intrinsically easier to assign
than those exhibiting only a few NOEs. This effect is confirmed by the finding
that the lack of aromatic chemical shifts is in general more harmful to the out-
come of a structure calculation than that of a similar number of other protons
because aromatic protons tend to be located in the hydrophobic core of the pro-
tein where they give rise to a higher-than-average number of NOEs. Network
anchoring and constraint combination are two methods that have been designed
and shown to be effective in minimizing the impact of incomplete and/or erro-
neous pieces of input data (see Subheadings 3.1.3. and 3.1.4.). Chemical shift
assignment-based automated NOE assignment without the safeguards of net-
work anchoring and constraint combination is expected to be more susceptible
to deleterious effects from missing chemical shift assignments and artifacts in
the input data. In contrast to missing or incorrect entries in the chemical shift
list, the algorithm is remarkably tolerant regarding incompleteness of the
NOESY peak list (see Note 10). This suggests that it is better to strive for cor-
rectness than for ultimate completeness of the input NOESY peak lists.

3.4. Quality Control

In this section, simple criteria based on the output of CYANA are given that
allow assessing the reliability of the resulting structure without cumbersome
recourse to independent interactive verification of the NOESY assignments.
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Final structures from an automatic algorithm that have a low root-mean-square
deviation (RMSD) within the bundle of conformers but differ significantly from
the “correct” reference structure are problematic because, without knowledge of
an independently determined “reference” structure, they may appear at first
glance as good, well-defined solutions. In a conventional structure calculation
based on manual NOESY assignment, incomplete or inconsistent input data
will be manifested by large RMSD and/or target function values of the final
structure bundle, which will prompt the spectroscopist to correct and/or com-
plete the input data for a next round of structure calculation. Test calculations
showed that for structure calculation with automated NOE assignment, neither
the RMSD value of the final structure nor the final target function value are suit-
able indicators to discriminate between correct and biased results (38). Other cri-
teria are needed to evaluate the outcome. On the basis of the initial experience
with the CANDID algorithm, guidelines for successful CANDID runs were pro-
posed (5). These comprised six criteria that should be met simultaneously:

1. Average CYANA target function value of cycle 1 below 250 Å2.
2. Average final CYANA target function value below 10 Å2.
3. Less than 20% unassigned NOEs.
4. Less than 20% discarded long-range NOEs.
5. RMSD value in cycle 1 below 3 Å.
6. RMSD between the mean structures of the first and last cycle below 3 Å.

Criterion 4 refers to the percentage of NOEs discarded by the CANDID
algorithm among all NOEs with assignments exclusively between atoms sepa-
rated by four or more residues along the polypeptide sequence. Criteria 3 and 4
impose a limit on the number of NOEs that are not used to generate distance
constraints for the final structure calculation and, thus, measure the complete-
ness with which the picked NOE cross-peaks can be explained by the resulting
structure. The validity of the original guidelines as sufficient conditions for
successful CYANA runs was confirmed by the fact that all the structure calcula-
tions in a systematic study (38) with an RMSD bias (39) to the reference
structure higher than 2 Å violated one or several of the six criteria. On the other
hand, the same test calculations revealed a certain redundancy among the six
original criteria. Provided that the input peak lists do not deliberately misinter-
pret the underlying NOESY spectra (to which the algorithm has no direct
access), the aforementioned criteria can be replaced by just two conditions for
successful structure calculation with CYANA:

1. Less than 25% of the long-range NOEs must have been discarded by the automated
NOESY assignment algorithm for the final structure calculation (see also Note 11).

2. The backbone RMSD to the mean coordinates for the structure bundle of the first
cycle must not exceed 3 Å.



CYANA and Automated NMR Structure Calculation 367

The ability of the program to find a well-defined structure in the initial cycle
of NOE assignment and structure calculation, as measured by the RMSD within
the structure bundle in cycle 1, is an important factor that strongly influences the
accuracy of the final structure. This can be understood by considering the iter-
ative nature of automated NOESY assignment, by which each cycle except
cycle 1 is dependent on the structure obtained in the preceding cycle. Using net-
work anchoring and constraint combination, the algorithm tries to obtain a
well-defined structure already in the first cycle. A low precision of the structure
from cycle 1 may hinder convergence to a well-defined final structure, or, more
dangerously, opens the possibility of a structural drift in later cycles toward a
precise but inaccurate final structure. In practice, it is safe to apply both crite-
ria, even though in test calculations (38) the percentage of discarded long-range
NOEs alone would have been sufficient to detect all runs that resulted in a struc-
ture with more than 2 Å RMSD bias. In these test calculations a large dispersion
in the accuracy of the final structure was reflected reliably by the percentage of
discarded long-range NOEs and the RMSD in cycle 1, but it could not readily
be discerned from the values of the target function after cycle 1 or 7, the RMSD
at cycle 7, or, in a few cases, the percentage of unassigned NOEs.

3.5. Troubleshooting

If the output of a CYANA structure calculation based on automated NOESY
assignment with CANDID does not fulfill the guidelines of Subheading 3.4.,
then the structure will in many cases still be essentially correct but should not
be accepted without further validation. Within the framework of CYANA, the
recommended approach is to improve the quality of the input chemical shift and
peak lists and to perform a new complete CYANA run with seven cycles, until
the criteria are met. Usually, this can be achieved efficiently because the output
from an unsuccessful CYANA run, even though the structure should not be
trusted per se, clearly points out problems in the input—for example, peaks that
cannot be assigned and might therefore be artifacts or indications of erroneous
or missing sequence-specific assignments. To facilitate this task, the program
gives for each peak informational output that includes the list of its chemical-
shift-based assignment possibilities, the assignment(s) finally chosen, and the
reasons why an assignment is chosen or not, or why a peak is not used at all.
Even when the criteria of Subheading 3.4. are already met, a higher precision
and local accuracy of the structure might still be achieved by further improving
the input data. In principle, a de novo protein structure determination requires
one run of CYANA with seven cycles of automated NOE assignment and
structure calculation. This is realistic when almost complete chemical shift
assignments and exhaustive high-quality NOESY peak lists are available. In prac-
tice, it is often more efficient to start a first CYANA calculation from an initial,
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slightly incomplete list of “safely identifiable” NOESY cross-peaks. The results
of this first CYANA calculation can then be used to prepare an improved, more
complete NOESY peak list for a second CYANA calculation. This can be done
more efficiently than it would be possible ab initio because only peaks and
regions of the protein that gave rise to problems in the first CYANA calculation
need to be checked.

4. Notes
1. Definitions. For consistency and simplicity, the following conventions are used:

An interaction between two or more atoms is manifested by a signal in a multidi-
mensional spectrum. A peak refers to an entry in a peak list that has been derived
from an experimental spectrum by peak picking. A peak may or may not represent
a signal, and there may be signals that are not represented by a peak. Chemical shift
assignment is the process and the result of attributing a specific chemical shift
value to an atom. Peak assignment is the process and the result of identifying in
each spectral dimension the atom(s) that are involved in the signal represented by
the peak. NOESY assignment is peak assignment in NOESY spectra.

2. Automated chemical shift assignment algorithms. There have been many attempts
to automate the chemical shift assignment that has to precede the collection of
conformational constraints and the structure calculation. These methods have been
reviewed recently (1). Some automated approaches to chemical shift assignment
target the question of assigning the backbone and, possibly, β chemical shifts, usu-
ally on the basis of triple-resonance experiments that delineate the protein backbone
through one- and two-bond scalar couplings, whereas others are concerned with
the more demanding problem of complete assignment of the amino acid side-
chain chemical shifts. In most cases, these algorithms require peak lists from a
specific set of NMR spectra as input and produce lists of chemical shifts of vary-
ing completeness and correctness, depending on the quality and information content
of the input data, and on the capabilities of the algorithm.

3. Ambiguity of chemical shift based NOE assignment. A simple mathematical model
of the NOESY assignment process by chemical shift matching gives insight into
this problem (16). It assumes a protein with n hydrogen atoms, for which complete
and correct chemical shift assignments are available, and N cross-peaks picked
in a 2D [1H,1H]–NOESY spectrum with an accuracy of the peak position of ∆ω,
that is, the position of the picked peak differs from the resonance frequency of the
underlying signal by no more than ∆ω in both spectral dimensions. Under the sim-
plifying assumption of a uniform distribution of the proton chemical shifts over
a spectral width ∆Ω, the chemical shift of a given proton falls within an interval
of half width ∆ω about a given peak position with probability .
Peaks with unique chemical shift-based assignment have in both spectral dimen-
sions exactly 1 out of all n proton shifts inside the tolerance range ∆ω?from the
peak position. Their expected number, ,N N p Ne Ne

n np n( ) /1 2 2 2 41= ( ) =

p = 2



CYANA and Automated NMR Structure Calculation 369

decreases exponentially with increasing size of the protein (n) and increasing chem-
ical shift tolerance range (∆ω). For a typical small protein such as the Williopsis
mrakii killer toxin (WmKT), with 88 amino acid residues, n = 457 proton chemi-
cal shifts and N = 1986 NOESY cross-peaks within a range of ∆Ω = 9 ppm (40),
this model predicts that only about 4% of the NOEs can be assigned unambiguous-
ly based solely on chemical shift information with an accuracy of ∆ω = 0.02 ppm—
an insufficient number to calculate a preliminary 3D structure. For peak lists
obtained from 13C- or 15N-resolved 3D [1H,1H]–NOESY spectra, the ambiguity in
one of the proton dimensions can usually be resolved by reference to the heterospin,
so that . Regarding assignment ambiguity, 3D NOESY
spectra are thus equivalent to homonuclear NOESY spectra from a protein of half
the size or with twice the accuracy in the determination of the chemical shifts and
peak positions. Once available, a preliminary 3D structure may be used to resolve
ambiguous NOE assignments. The ambiguity is resolved if only one out of all chem-
ical shift-based assignment possibilities corresponds to an interatomic distance
shorter than the maximal NOE-observable distance, dmax. Assuming that the hydro-
gen atoms are evenly distributed within a sphere of radius R that represents the
protein, the probability q that two given hydrogen atoms are closer to each other
than dmax can be estimated by the ratio between the volumes of two spheres with
radii dmax and R, respectively: . Using dmax = 5 Å, one obtains for
WmKT, a nearly spherical protein with a radius of about 15 Å, q ≈ 4%. Hence, not
more than 96% of the peaks with two assignment possibilities can be assigned
uniquely by reference to the protein structure. Even by reference to a perfectly
refined structure it is therefore impossible, on fundamental grounds, to resolve all
assignment ambiguities because q will always be larger than 0.

4. Structure determinations with automated NOE assignment by CANDID. The
automated structure calculation method described in this chapter has been evaluated
in test calculations (5,13,38) and used for various de novo structure determina-
tions, including four variants of the human prion protein (41,42), the calreticulin
P-domain (43), two distinct forms of the pheromone-binding protein from Bombyx
mori (44,45), the class I human ubiquitin-conjugating enzyme 2b (46), the heme
chaperone CcmE (37) (Fig. 3), and the nucleotide-binding domain of Na,K-
ATPase (47). The NOESY assignments and the corresponding distance constraints
for these de novo structure determinations were made automatically by the program,
confining interactive work to the stage of the preparation of the input chemical
shift and peak lists. These structure determinations have confirmed the viability of
CYANA for automated NOESY assignment and structure calculation without
prior knowledge about NOESY assignments or the 3D structure.

5. Effect of constraint combination. The effect of constraint combination on the
expected number of erroneous distance constraints can be estimated quantitatively
in the case of 2 → 1 combination by assuming an original data set containing N
long-range peaks and a uniform probability p << 1 that a long-range peak would

q d R= ( )max
3

N Ne Nenp n( )1 2= /
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lead to an erroneous constraint (5). By 2 → 1 constraint combination, these are
replaced by N/2 constraints that are erroneous with probability p2. In the case of
4 → 4 combination, it may be assumed that the same N long-range peaks can be
classified into four equally large classes with probabilities to be erroneous of αp, p,
p, (2 − α)p, respectively. The overall probability for an input constraint to be erro-
neous is again p. The parameter α, , expresses how much “safer” the
peaks in the first class are compared to those in the two middle classes, and in the
fourth, “unsafe” class. After 4 → 4 combination, there are still N long-range con-
straints but with an overall error probability of , which is smaller

than the probability p2 obtained by simple 2 → 1 combination provided that the
classification into more and less safe classes was successful (α < 1). For instance,
4 → 4 combination will transform an input data set of 900 correct and 100 (10%)
erroneous long-range cross-peaks (i.e., N = 1000, p = 0.1) that can be split into four
classes with α = 0.5 into a new set of approx 993 correct and 7 (0.7%) erroneous com-
bined constraints. Alternatively, 2 → 1 combination will yield under these conditions
approx 495 correct and 5 (1%) erroneous combined constraints. Unless the number
of erroneous constraints is high, 4 → 4 combination is thus preferable over 2 → 1
combination in the first two CANDID cycles.

6. Molecular dynamics simulation vs NMR structure calculation. There is a funda-
mental difference between molecular simulation that has the aim of simulating the
trajectory of a molecular system as realistically as possible to extract molecular
quantities of interest and NMR structure calculation that is driven by experimen-
tal constraints. Classical molecular dynamics simulations (48) rely on a full empir-
ical force field to ensure proper stereochemistry and are generally run at a constant
temperature, close to room temperature. Substantial amounts of computation time
are required because the empirical energy function includes long-range pair inter-
actions that are time-consuming to evaluate and because conformation space is
explored slowly at room temperature. When molecular dynamics algorithms are
used for NMR structure calculations, however, the objective is quite different.
Here, such algorithms simply provide a means to efficiently optimize a target
function that takes the role of the potential energy. Details of the calculation, such
as the course of a trajectory, are unimportant, as long as its end point comes close
to the global minimum of the target function. Therefore, the efficiency of NMR
structure calculation can be enhanced by simplification or modification of the
force field and/or the algorithm that does not significantly alter the location of the
global minimum (the correctly folded structure) but shortens (in terms of compu-
tation time needed) the way by which it can be reached from the start conforma-
tion. A typical “geometric” force field used in NMR structure calculation there-
fore retains only the most important part of the nonbonded interaction by a simple
repulsive potential that replaces the Lennard–Jones and electrostatic interactions
of the full empirical energy function. This short-range repulsive function can be
calculated much faster and significantly facilitates large-scale conformational
changes that are required during the folding process by lowering energy barriers
induced by the overlap of atoms.

+ ( )( )1 42 2p

0 1
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7. Fast algorithm for torsion angle dynamics. The key idea of the fast torsion angle
dynamics algorithm in CYANA is to exploit the fact that a chain molecule such as
a protein or nucleic acid can be represented in a natural way as a tree structure
consisting of n + 1 rigid bodies that are connected by n rotatable bonds (Fig. 5A)
(28,49). Each rigid body is made up of one or several mass points (atoms) with
fixed relative positions. The tree structure starts from a base, typically at the N-ter-
minus of the polypeptide chain, and terminates with “leaves” at the ends of the
sidechains and at the C-terminus. The angular velocity vector ωk and the linear
velocity vk of the reference point of the rigid body k (Fig. 5B) are calculated
recursively from the corresponding quantities of the preceding rigid body 

Denoting the vector from the reference point to the center of mass of the rigid
body k by Yk, its mass by mk, and its inertia tensor by Ik (Fig. 5B), the kinetic
energy can be computed in a linear loop over all rigid bodies:

The calculation of the torsional accelerations, that is, the second-time derivatives
of the torsion angles, is the crucial point of a torsion angle dynamics algorithm.
The equations of motion for a classical mechanical system with generalized
coordinates are the Lagrange equations

with the Lagrange function L = Ekin − Epot. They lead to equations of motion of the

form . In the case of torsion angles as degrees of freedom, the  

mass matrix M(θ) and the n-dimensional vector can be calculated explicitly
(28,29). To generate a trajectory, this linear set of n equations would have to be
solved in each time step for the torsional accelerations , which requires a com-
putational effort proportional to n3, which is prohibitively expensive for larger sys-
tems. Therefore, in CYANA the fast recursive algorithm of Jain et al. (30) is
implemented to compute the torsional accelerations, which makes explicit use of
the tree structure of the molecule to obtain with a computational effort that is
only proportional to n. The mathematical details of the CYANA torsion angle
dynamics algorithm are given in (24,30). It suffices to note here that the torsional
accelerations can be obtained by executing a series of three linear loops over all
rigid bodies similar to the single one that is needed to compute the kinetic energy,
Ekin. The integration scheme for the equations of motion in torsion angle dynamics
is a variant of the “leap-frog” algorithm (48,50) used in Cartesian space molecular
dynamics. To obtain a trajectory, the equations of motion are numerically integrated
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Fig. 5. (A) Tree structure of torsion angles for the tripeptide Val-Ser-Ile. Circles represent rigid units. Rotatable bonds are indicat-
ed by arrows that point toward the part of the structure that is rotated if the corresponding torsion angle is changed. (B) Excerpt
from the tree structure formed by the torsion angles of a molecule, and definition of quantities required by the CYANA torsion angle
dynamics algorithm.
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by advancing the (generalized) coordinates qi and velocities that
describe the system by a small but finite time step ∆t:

The degrees of freedom, qi, are the Cartesian coordinates of the atoms in conven-
tional molecular dynamics simulation, or the torsion angles in CYANA. The
O(∆t3) terms indicate that the errors with respect to the exact solution incurred by
the use of a finite time step ∆t are proportional to ∆t3. The time step ∆t must be
small enough to sample adequately the fastest motions. Because the fastest
motions in conventional molecular dynamics simulation are oscillations of bond
lengths and bond angles, which are “frozen” in torsion angle space, longer time
steps can be used for torsion angle dynamics than for molecular dynamics in
Cartesian space (24). The temperature is controlled by weak coupling to an exter-
nal bath (51), and the length of the time step is adapted automatically based on the
accuracy of energy conservation (24). It could be shown that in practical applica-
tions with proteins time steps of about 100, 30, and 7 fs at low (1 K), medium (400
K), and high (10,000 K) temperatures, respectively, can be used in torsion angle
dynamics calculations with CYANA (24), whereas time steps in Cartesian space
molecular dynamics simulation generally have to be in the range of 2 fs. The con-
comitant fast exploration of conformation space provides the basis for the efficient
CYANA structure calculation protocol.

8. Chemical shift assignment during NOE assignment and structure calculation.
Methods to find additional chemical shift assignments simultaneously with auto-
mated NOESY assignment and the structure calculation have been proposed and
applied with some success in the case when a preliminary structure was available
(52): Starting from nearly complete chemical shift assignments for the backbone
and for 348 sidechain protons of the 28 kDa single-chain T-cell receptor protein,
the chemical shifts of 40 additional sidechain protons could be found by a combi-
nation of chemical shift prediction with the program SHIFTS (53,54) and NOE
assignment with ARIA (17). The same approach can be used with CYANA.

9. Impact of incomplete chemical shift assignments. The influence of incomplete
chemical shift assignments on the reliability of NMR structures has been investi-
gated using the program CYANA with input data that represents various degrees of
completeness of the chemical shift assignment (38). The effect of missing chemical
shift assignments was assessed by randomly omitting entries from the “complete”
experimental 1H chemical shift lists that had been used for the earlier, conventional
structure determinations of two proteins, the Bombyx mori pheromone-binding
protein form A (BmPBPA) (44) and the killer toxin WmKT (40). Sets of structure
calculations were performed with different numbers and selections of randomly
omitted chemical shifts and the results compared to those obtained when using the
complete experimental chemical shift list. The deviation of the structures
obtained with incomplete chemical shift assignments from the reference structure
was monitored by the RMSD bias, the RMSD between the mean coordinates of the
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two structure bundles (39). In the representative case of randomly selecting the
omitted chemical shifts among all 1H chemical shift assignments of BmPBPA,
the RMSD bias increased only slowly with increasing omission ratio p up to
about p = 10%, from where onward the RMSD bias rose abruptly, reflecting that
severely distorted structures had been obtained. Higher omission ratios not only
resulted in high mean values of the RMSD bias but also in pronounced variations
among the individual runs at a given p value with different random selections of the
omitted shifts. The CYANA target function values of the final structures were,
regardless of the omission ratio, almost always in the range below 5 Å2—that is,
indicative of a structure that essentially fulfills all the input conformational con-
straints. The percentages of unassigned NOEs increased, and the number of distance
constraints for the final cycle of structure calculation decreased almost linearly with
the omission rate. The algorithm was more tolerant against the lack of chemical
shifts when run with data from the uniformly 13C- and 15N-labeled protein
BmPBPA than with the homonuclear data for the protein WmKT, even though
BmPBPA (142 residues) is much larger than WmKT (88 residues). This is because
of the availability of 13C and 15N chemical shifts that allow resolution of many 1H
chemical shift degeneracies such that the probability of accidental erroneous NOE
assignments is decreased compared to the case of homonuclear data. The omission
of aromatic 1H chemical shift assignments in general causes more severe problems
than the omission of the same number of chemical shifts chosen randomly among
all assigned 1H chemical shifts (38). In the case of BmPBPA the omission of all
assigned aromatic chemical shifts, corresponding to 6.0% of all assigned protons,
led already to 2 Å RMSD bias. In the case of WmKT, with only homonuclear data,
significant deviations from the reference structure were in some cases already
observed at 20% omission of the aromatic chemical shifts, which corresponds to
an overall omission ratio of merely 1.6% of all assigned 1H chemical shifts.

10. Effect of incomplete NOESY peak picking. In contrast to the effects seen under the
omission of chemical shift assignments, the random omission of NOESY peaks
does not cause severe problems (38). Even when 50% of the NOESY peaks were
omitted from the experimental input peak lists for BmPBPA, most RMSD bias val-
ues remained in the region of 2 Å. An outlier with RMSD bias close to 4 Å shows
that for BmPBPA the algorithm starts to lose its stability at 50% NOE omission
ratio. The results with the homonuclear data from WmKT showed similar patterns,
albeit with a somewhat stronger dependence on the omission rate, and RMSD bias
values occasionally exceeding 2 Å in runs with 30% NOESY peak omission ratio.
The CYANA structure calculation protocol is thus remarkably tolerant with
respect to incomplete NOESY peak picking and can tolerate the omission of up to
50% of the NOESY cross-peaks with only a moderate decrease in the precision
and accuracy of the resulting structure.

11. Alternative criterion to assess the completeness of the NOESY assignment. The
percentage of discarded long-range NOEs cannot be calculated readily outside the
CYANA program because it requires knowledge of the possible assignments also
for the NOESY cross-peaks that were excluded from the generation of conforma-
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tional constraints. In this case, an overall percentage of unused cross-peaks of less
than 15% can be used as an alternative criterion that is straightforward to evaluate
from the final assigned output peak lists, in which unused cross-peaks remain
unassigned. However, among these two criteria, the percentage of discarded long-
range NOEs is a slightly more sensitive indicator of the accuracy of the final
structure than the overall percentage of unused cross-peaks because the latter
includes also peaks with short-range assignment or with no assignment possibility
at all that are expected to have little distorting effect on the resulting structure.
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