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SUMMARY
Allostery and correlated motion are key elements linking protein dynamics with the mechanisms of action of
proteins. Here, we present PDBCor, an automated and unbiased method for the detection and analysis of
correlated motions from experimental multi-state protein structures. It uses torsion angle and distance sta-
tistics and does not require any structure superposition. Clustering of protein conformers allows us to extract
correlations in the form of mutual information based on information theory. With PDBcor, we elucidated
correlated motion in the WW domain of PIN1, the protein GB3, and the enzyme cyclophilin, in line with re-
ported findings. Correlations extracted with PDBcor can be utilized in subsequent assays including nuclear
magnetic resonance (NMR) multi-state structure optimization and validation. As a guide for the interpretation
of PDBcor results, we provide a series of protein structure ensembles that exhibit different levels of correla-
tion, including non-correlated, locally correlated, and globally correlated ensembles.
INTRODUCTION

Protein dynamics is key for understanding enzymatic activity, pro-

tein-protein interactions, target recognition, ligand binding, and

signaling (Ishima and Torchia, 2000). A particularly complex

example is a ligand-induced correlated motion of two distant

sites, termed allostery. Several mechanisms for such motions

have been proposed including the population shift model (Monnot

et al., 1996) and the dynamic allosterymodel (Cooper andDryden,

1984). The population shift model is based on ligand-induced

structural rearrangementsbetween twodistinct protein conforma-

tions. The dynamic allostery model is based on a statistical ther-

modynamics model able to quantify allosteric communication in

the absence of a conformational change by investigating the ef-

fect of ligand-binding on thermal fluctuations within a protein.

In order to elucidatemotion, including the correlatedmotion of a

protein at atomic resolution, multi-state protein structures are

determined by experimental methods including NMR using a

plethora of experimental restraints (Clore et al., 1999; Orts et al.,

2012; Palmer, 2004; Riek et al., 1999), by different class selections

in cryoelectron microscopy (cryo-EM)-derived structure determi-

nation (Banerjee et al., 2016), or by the presence of distinct

X-ray structures due to different crystal packings or the same

crystals exposed to a strong electric field (Hekstra et al., 2016).

Alternatively, such protein ensemble structures could be gener-

ated with molecular dynamics (MD) canonical ensemble simula-

tions in the presence or absence of experimental data (Bouvignies

et al., 2005; Hummer et al., 2004; Nosé, 1984). Conventionally,
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correlated motion is extracted in the form of residue-based

cross-correlation matrices from MD trajectories (La Sala et al.,

2017; Long and Br€uschweiler, 2011; McClendon et al., 2009;

Zhang et al., 2021) or, alternatively, from the superimposed struc-

tural ensembles either with principal-component analysis (PCA)-

(Theobald and Wuttke, 2006; Zhang et al., 2021) or normal

mode analysis (NMA)-based (Tiwari et al., 2014) approaches.

In this work, we present an alternative, highly sensitive method

for the correlation extraction from structural ensembles that

does not require any structure superposition and therefore is un-

biased due to the fact that it is based solely on distance and

angle statistics of individual structural entities. PDBcor performs

an objective and automated correlation analysis of multi-state

protein structures, which can be used for the elucidation of

biologically important correlated motion. With the help of infor-

mation theory, it is possible to extract residue-based protein cor-

relations in a fully automated fashion. Information about such

biologically relevant correlations is vital for our understanding

of proteins. PDBcor is publicly available as a Python executable

(https://github.com/dzmitryashkinadze/PDBcor) or as a server

(https://www.pdbcor.ethz.ch/).

RESULTS

Theory
The workflow of the correlation extraction procedure with

PDBcor is shown in Figure 1. First, an input structure bundle is

subjected to significance thresholding that filters out spurious
r Ltd.
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Figure 1. Overview of the correlation extraction procedure

First, an input structure bundle (PDB: 6SVC; Strotz et al., 2020) is subjected to a significance thresholding that filters out spurious insignificant correlations. Here,

an illustrative example is depicted, where conformers existing in two states are shown as points in a scatter plot of two arbitrary distances (for example, the first is

a distance between residues X and Y, and the second is a distance between residues X and Z). During significance thresholding, the random displacement of

atoms broadens the edges of states so that states are separated by less than the amplitude of the noise loose separation. Then, interresidual distances are used

to cluster conformers for each residue with GMM (in this case, it would be residue X). Finally, a pairwise comparison of the resulting clustering vectors based on

their mutual information yields an interpretable correlation matrix with a scalebar.
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small-amplitude correlations. Second, interresidual distances

are used to cluster conformers. Finally, residue clusterings are

compared to obtain a correlation matrix.
Objective extraction of correlated motion
PDBcor relies on a structure comparison based on a statistical

analysis of interresidual distances or dihedral angles within indi-

vidual conformers that does not require any superpositions.

Conventionally a superimposed ensemble of protein conforma-

tions is visually sorted based on certain local protein features.

For example, if protein conformers are sorted according to the

relative position of a particular a-helix, neighboring regionsmight

be sorted correctly and therefore correlate to the a-helix, but

such sorting is typically not coherent throughout the whole pro-

tein scaffold (Privalov, 1989). In order to systematically study

those correlations, an ensemble of multi-state protein conforma-

tions is repeatedly clustered for each residue with the aim to

extract correlations between protein residues. Residue correla-

tions are evaluated by computing a similarity between two arbi-

trary conformer clusterings.
Significance thresholding
Correlations extractedwith PDBCor are based exclusively on the

similarity between residue clusterings (see below). As such, they

are largely independent of the degree of separation between

states. In some well-defined structural bundles, individual states

might therefore be identified that are closer to each other than

the amplitudes of random thermal motion. This might lead to

spurious distance correlations. To avoid such artifacts, a small

amount of Gaussian noise is added to the atomic coordinates:

r
0 ðjÞ
im = r

ðjÞ
im + d

ðjÞ
im; (Equation 1)

where r
ðjÞ
im is the position of atom m in residue i of conformer j,

which is obtained with Biopython (Cock et al., 2009), and d
ðjÞ
im is

a vector of three independent, normally distributed random

numbers with zero mean and standard deviation s. This leads

to the random mixing of insignificantly separated protein states

and suppression of spurious distance correlations.

The noise amplitude s should be set such that it is sufficient to

remove background correlations with amplitudes below that of
thermal motions and experimental uncertainties but does not

exceed the separation between significantly different protein

states that would remove correlations of interest. A standard

value of 0.5 Å was used for all presented experiments as a value

that resembles the fast (ps) order parameter of 0.8 that has been

measured in proteins by NMR (Kay et al., 1989). However,

PDBcor allows also to switch off the noise generator completely.
Residue-based conformer clustering
For the purpose of clustering, each residue i is represented by a

single point, given by its centroid coordinates in conformer j:

x
ðjÞ
i =

1

Mi

XMi

m= 1

r
0ðjÞ
im ; (Equation 2)

whereMi is the number of atoms of residue i that are considered

for the correlation calculation. The scope of input atoms can be

predefined to be either the backbone atoms, the sidechain

atoms, or all atoms of the residue (see below). From the centroid

coordinates, we construct a distance matrix D with elements

D
ðjÞ
ik =

���xðjÞi � x
ðjÞ
k

���: (Equation 3)

Each row of the distance matrix contains the distances be-

tween the center of a given residue i and the centers of the other

residues k and thus defines the relative location of the residue

that can be used as a fingerprint of a given conformer. In the

case of N distinct residue-based protein conformations, we

expect that interresidual distances of all conformers from a given

structure ensemble can be grouped into N clusters. Using this

assumption, conformers are clustered based on their interresid-

ual distances into N groups for each residue using the Gaussian

mixture model (GMM) algorithms (Reynolds, 2009). This yields,

for each residue i, a distance clustering vector, ci, with elements

cij˛f1;.;Ng that stores the cluster labels of all conformers j = 1;

.;N. The total set of protein interresidual distances that is used

as input to the PDBcor is highly redundant, as the number of dis-

tances is proportional to the number of residues squared. How-

ever, conformers are clustered independently for each residue,

and for a selected residue, a non-redundant set of distances

from the selected residue to the rest of the protein is used.
Structure 30, 646–652, April 7, 2022 647
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As an alternative to distance-based clustering, the clustering

can also be based on the backbone 4;j;u and side-chain

c1;c2;c3;c4;c5 torsion angles. For residues with less than five

side-chain torsion angles, the undefined c values are set to

zero. As in the distance case, an angular matrix, FðjÞ, is formed

by the eight dihedral angle values of each residue in the con-

formers j = 1;.;N. It is used to cluster conformers intoN groups

using the GMM. In complete analogy to the distance-based

case, this yields, for each residue i, an angular clustering vector,

cai , with elements caij˛f1;.;Ng that stores the cluster labels of all
conformers j = 1;.;N.
Evaluation of correlated motion
Correlation extraction from the clustering matrix is possible us-

ing information theory (Cover and Thomas, 1991; Kullback,

1997; Shannon and Weaver, 1949). Two arbitrary clustering re-

sults are represented by two discrete variable vectors, X and

Y . One of the most extensively studied measures specifying

the amount of correlation between two discrete variable vectors

is the mutual information IðX;YÞ (Kraskov et al., 2004):

IðX;YÞ =
XN

x;y =1

pðx; yÞlog pðx; yÞ
pðxÞpðyÞ; (Equation 4)

where x and y are cluster labels of clusterings X and Y with

probabilities pðxÞ = pðX = xÞ, pðyÞ=pðY = yÞ and joint probabil-

ity pðx;yÞ = pðX = x;Y = yÞ. The mutual information tells us how

much the conformer clustering of one residue tells us about the

conformer clustering of another residue. A variant of the mutual

information that was specifically developed for clustering com-

parison is the adjusted mutual information I+ðX;YÞ (Vinh

et al., 2010):

I+ðX;YÞ = IðX;YÞ � EfIðX0;Y 0Þg
maxfHðXÞ;HðYÞg � EfIðX 0;Y 0Þg ; (Equation 5)

where EfIðX0;Y 0Þg is the expected value of the mutual informa-

tion for an ensemble of random, uncorrelated vectors X0 and
Y 0, and HðXÞ is the entropy of the variable X:

HðXÞ = �
X

x

pðxÞ log pðxÞ; (Equation 6)

where pðxÞ is the probability of cluster x. Note that I+ðX;YÞ=
I+ðY ;XÞ is symmetric for any pair of clusterings and I+ðX;YÞz
0 vanishes approximately between two random clusterings.

The adjusted mutual information yields a correctly normalized

value measured in bits that is a suitable measure for the correla-

tion between protein residues.

Given a clustering matrix��, all residue pair combinations are

compared using the adjusted mutual information, describing a

similarity between residues. The adjusted mutual information

scores for residues i and j form a symmetric correlation matrix

A with elements Aij = I+ðci; cjÞ for distance-based clustering or

Aa
ij = I+ðcai ; caj Þ for torsion-angle-based clustering. A visual inspec-

tion of the correlationmatrix heatmap (Figure 1) provides informa-

tion about residues or subdomains that are involved in correlated

motion. In addition, themean value of the elements of thematrixA

yields an overall correlation parameter for the structure ensemble.
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Both distance and angular correlation analyses are able to

detect correlated motion. Nevertheless, distance correlation

extraction is more sensitive to the protein motion.
Global conformer clustering
For visualization purposes, it is useful to get an optimal global

(rather than residue-specific) clustering of conformers that can

be used for highlighting state-specific features in a protein

ensemble superposition view. For example, the two sets of clus-

tered conformers within a two-state structure ensemble can then

be colored differently, as shown in Figure 2.

To this end, we cluster the conformers according to the clus-

tering ci of the residue i that has the highest average correlation

to the other residues of the protein. Since the protein ensemble

superposition is made according to the protein coordinates, the

distance correlation matrix A is used to calculate the average

residue correlations.
Versatility of PDBcor for backbone and side-chain
correlations
The correlation extraction procedure allows us to control the pro-

tein region from which correlations are extracted by filtering the

input data. In particular, backbone correlations can be extracted

by utilizing only backbone atom coordinates and backbone dihe-

dral angles. Similarly, the side-chain or total (backbone and side

chain) correlations can be extracted. This possibility might be

particular interesting for some experimental methods including

NMR, for which the backbone structure is better resolved than

side chains. Therefore, extraction of backbone correlations

could be beneficial for the resolution and sensitivity of protein

correlations.
Spatial correlations in protein structures
Three different protein ensembles from the Protein Data Bank

that have been determined by liquid-state NMR act as examples

for a non-correlated protein ensemble (Figure 2A [Vanwetswinkel

et al., 2003]), a locally correlated protein ensemble (Figure 2B

[Sheftic et al., 2012]), and a globally correlated protein ensemble

(Figure 2C [Crespo-Flores et al., 2019]). The structure bundles

were analyzed by PDBcor with the assumption that an ensemble

of structures samples the conformational space of a protein with

residue-based, two-state dynamics, regardless of the structure

origin.

Distance correlation matrix heatmaps of non-correlated sys-

temsdonot showanysignificantcorrelations (visualizedbyyellow

spots in the heatmap, Figure 2D). Optimally clustered conformers

of non-correlated systems are typically non-balanced, with one

state dominating the other one. The most probable explanation

for the absence of correlations in such structure ensembles is a

violation of the two-state model assumption.

As opposed to non-correlated systems, distance correlation

matrix heatmaps of locally correlated systems show correlations

that are localized to distinct regions of the protein structure. Opti-

mally clustered conformers of locally correlated systems can be

visually separated into two states in their corresponding protein

correlation sites. Correlation lights up as yellow spots in the heat-

map (Figure 2E). This correlation between a-helix 2 (residues 42–

51) and a-helix 3 (residues 70–78) can also be seen in the



Figure 2. Distance correlation matrix heatmaps with a scalebar and optimally clustered bundles of proteins sorted in ascending order of

structural correlations

(A) PDB: 1PBU is depicted as an example of a non-correlated protein system (Vanwetswinkel et al., 2003). The distance correlation matrix heatmap (D) does not

show any significant correlations (yellow spots), and a single state (cyan) dominates among the optimally clustered conformers.

(B) PDB: 2LPM is depicted as an example of a locally correlated system (Sheftic et al., 2012). The distance correlation matrix heatmap (E) shows correlations that

are localized to a-helices 2 and 3, whereas its optimally clustered conformers correlate also only in the regions of a2 and a3.

(C) PDB: 6P6C is depicted as an example of a globally correlated system (Crespo-Flores et al., 2019). Its distance correlationmatrix heatmap (F) is fully correlated,

and conformers are unambiguously separable. The conformer separation can be easily visually confirmed due to significant differences between the protein

states.
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structure superposition and coloring according to the global

conformer clustering (Figure 2B).

Conformers from globally correlated protein ensembles can be

unambiguously separated. It can be easily visually confirmed, as

protein states do not overlap well due to significant differences

between the protein states (Figure 2C). Since a global separation

does not depend on the choice of the residue, there are pairwise

correlations between most residues, and consequently, most of

the distance correlation heatmap turns yellow (Figure 2F).

Correlations of WWdomain, protein GB3 and cyclophilin
PDBcor was benchmarked on three model systems: the WW

domain of PIN1 (Figure 3A; PDB: 6SVC [Strotz et al., 2020]), the

protein GB3 (Figure 3B; PDB: 2LUM [Vögeli et al., 2012]), and cy-

clophilin A (Figure 3C; PDB: 2MZU [Chi et al., 2015]). For all three

systems,multi-state structure ensembleswere determinedby so-

lution-state NMR based on exact nuclear Overhauser effects

(NOEs) (Vögeli et al., 2012). The detailed time-intensive study of

the multi-state structures using subjective superpositions of con-

formers and objective angular correlations yielded the presence

of correlated motion at atomic resolution in all three systems

(Chi et al., 2015; Strotz et al., 2020; Vögeli et al., 2012).
The automated evaluation of the WW domain with PDBcor

identifies a globally correlated network (Figure 3D). This shows

that experimental restraints were able to separate two WW

states.

The automated evaluation of the protein GB3 with PDBcor re-

veals a system that is (weakly) correlated everywhere except for

the a-helix of residues 23–37 (Figure 3E). This finding confirms

the previously reported observation of correlated motion across

the b-sheet and a lack of correlated motion between the b-sheet

and the a-helix (Vögeli et al., 2012). It is noted that the GB3 pro-

tein is reported to comprise three states which were successfully

analyzed with PDBcor, as it generalizes to an arbitrary number of

conformational states.

As an example of a larger system, the protein cyclophilin Awas

evaluated. According to the distance correlation matrix heatmap

(Figure 3F), five previously reported correlations in regions 1 (res-

idues 9–16), 2 (residues 54–57), 3 (residues 64–78), 4 (residues

101–107), and 5 (residues 118–127) were confirmed (Chi et al.,

2015). PDBcor did not only find all reported correlation sites

but also found an extension of the correlation system to an addi-

tional region in the protein, site 6 (residues 137–155). Notably,

sites 2–6 form a fully connected correlation network, whereas
Structure 30, 646–652, April 7, 2022 649



Figure 3. Correlations in multi-state NMR protein structures

(A–F) Automated correlations in multi-state NMR structures for the WW domain of PIN1 (A and D; PDB: 6SVC [Strotz et al., 2020]), protein GB3 (B and E; PDB:

2LUM [Vögeli et al., 2012]), and cyclophilin A (C and F; PDB: 2MZU [Chi et al., 2015]). The top panels (A, B, and C) illustrate the superimposed bundles of

conformers and are colored according to the optimal global distance-based clustering. The bottom panels (D, E, and F) illustrate the backbone distance cor-

relation matrix heatmaps with a salebar on the right. For the WW domain, the optimally colored backbone bundle (A) and its distance correlation matrix heatmap

(D) both identify a globally correlation network. The distance correlationmatrix heatmap of GB3 (E) identifies a system that is weakly correlated everywhere except

for the a-helix of residues 23–37, highlighted with a pair of red dashed lines, as it was reported previously (Vögeli et al., 2012). The backbone distance correlation

matrix heatmap for cyclophilin (F) confirms seven previously reported correlation sites, including site 1 (residues 9–16), site 2 (residues 54–57), site 3 (residues 64–

78), site 4 (residues 101–107), and site 5 (residues 118–127) highlighted in red (Chi et al., 2015). Additionally, PDBcor identifies a previously undetected correlation

site 6 (residues 137–155), highlighted in green.
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site 1 correlates only to site 6. In the case of cyclophilin A, the

strength of PDBcor is apparent: first, it elucidates all statistically

significant structural correlations, yielding an extension of the

correlation network that had been found manually. Second, in

contrast to a tiresome selection by manual inspection, it is fully

automated, objective, and reproducible.

DISCUSSION

PDBcor can be used to get an optimal conformer separation for

the further analysis of protein states. Alternatively, further inter-

pretation of PDBcor correlation matrices allows us to quantify

correlations, identify which part of the protein is involved in

correlated motion, and pinpoint the most prominent correlations

between protein sites. Careful examination of the correlationma-

trix may provide information about the localization of correlated

subsystems for a given protein.

PDBcor correlation amplitude can be interpreted as an infor-

mation flow between residue pairs. Therefore, PDBcor is not

only able to localize the correlation of interest but also to quantify

it. Strong correlation of a residue pair, as in Figure 2F, means that

by knowing the state of the first residue, we know the state of the
650 Structure 30, 646–652, April 7, 2022
second residue. Weak correlation of a residue pair, as in Fig-

ure 3E, means that by knowing the state of the first residue, we

can predict with some certainty the state of the second residue.

Any protein structure ensemble can be analyzed with PDBcor.

Nevertheless, meaningful correlations can only be extracted

from structure bundles that have been generated with the aim

to incorporate information about multiple protein states. A

cautious use is indicated for proteins with disordered regions.

In a limited number of cases, protein-flexible loops account for

spurious correlations and should be manually removed from

the PDBcor analysis. However, the low resolution of the protein

structure caused by the lack of experimental restraints typically

does not lead to spurious correlations.

The number of protein ensemble structures grows together

with a rapid advancement in the field of structural biology (Levitt,

2007). A fraction of such deposited ensemble structures con-

tains information about correlated motion. The knowledge about

such protein correlations is vital for the understanding of protein

mechanisms of action and should be systematically studied.

The PDBcor correlation extraction algorithm is sensitive as,

unlike PCA and NMA-based correlation extraction algorithms,

it relies on interresidual distances and does not require structure
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superposition (see Figure S2). It is also versatile, as it can be

applied not only to the protein ensembles but also to the MD tra-

jectories (see Figure S1).
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STAR+METHODS
KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

WW domain (Strotz et al., 2020) PDB: 6SVC

Protein GB3 (Vögeli et al., 2012) PDB: 2LUM

Protein cyclophilin A (Chi et al., 2015) PDB: 2MZU

C-terminal domain of the

human eEF1Bgamma subunit

(Vanwetswinkel et al., 2003) PDB: 1PBU

Sma0114 (Sheftic et al., 2012) PDB: 2LPM

PEA-15 Death Effector Domain

in complex with ERK2

(Crespo-Flores et al., 2019) PDB: 6P6C

Software and algorithms

PDBcor DOI: 10.5281/zenodo.5710842 https://github.com/

dzmitryashkinadze/PDBCor

UCSF Chimera https://www.cgl.ucsf.edu/chimera/ https://www.cgl.ucsf.edu/

chimera/download.html
RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Prof. Dr. Roland Riek

(roland.riek@phys.chem.ethz.ch).

Materials availability
This study did not generate new unique reagents.

Data and code availability
This paper analyzes existing, publicly available data. The accession numbers for the datasets are listed in the key resources table.

All original code has been deposited at https://github.com/dzmitryashkinadze/PDBcor and is publicly available as of the data of

publication. PDBcor server is available at https://www.pdbcor.ethz.ch/.

DOIs are listed in the key resources table.

Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

All data are generated from the datasets provided in the KRT.

METHOD DETAILS

This manuscript describes automated algorithm for the extraction of the correlated motion from the protein ensemble structures. All

protein structures were downloaded from RCSB PDB Data bank and visualized with UCSF Chimera. All correlation matrix heatmaps

were calculated and visualized with PDBcor software. PDB accession codes for all structures used in the figures are given in the

figure captions and summarized in the key resource table.

Application of PDBcor to MD trajectories
In order to illustrate that PDBcor-based analysis can be applied to protein structure ensembles originating from techniques other than

NMR,we analyzed a series ofmolecular dynamics (MD) trajectories. MD trajectories were downloaded from the (Molecular Dynamics

Extended Library) (Meyer et al., 2010), https://mmb.irbbarcelona.org/MoDEL/. Compressed backbone MD trajectories for WW

domain (PDB ID 1i6c), protein GB3 (PDB ID 2igd) and cyclophilin A (PDB ID 2cpl), each consisting of 10,000 frames simulating

10 ns, 10 ns and 80.5 ns, respectively, were downloaded, uncompressed with PCAsuite (Luque and Orozco, 2007), sliced down

to 100 conformations with MDTraj (McGibbon et al., 2015) and loaded into PDBcor. Those MD trajectories were selected as they

are corresponding to the structures analyzed in Figure 3. Resulting structural correlations are summarized in Figure S1.
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Comparison of PDBcor to PCA- and NMA-based methods
In order to illustrate high sensitivity of the PDBcor we compared it to the conventional PCA-based technique THESEUS (Theobald

andWuttke, 2006) and NMA-based techniqueWEBnm@ (Tiwari et al., 2014). THESEUS performs structure alignment with maximum

likelihood algorithm followed by PCA of the aligned protein coordinates that optimizes a correlation matrix. Unlike PDBcor, PCA-

based approaches require structure superposition and are therefore biased by the way superposition was done. Furthermore,

PCA-based approaches calculate correlations between Cartesian coordinates of individual residues, whereas in PDBcor we use in-

terresidual distances that are more sensitive to the less pronounced, but statistically significant protein rearrangements. In turn,

WEBnm@ approach is based on the analysis of torsion angles, whereas PDBcor is based largely on the interresidual distances

and therefore PDBcor by design is more sensitive to correlated motion of secondary structure elements or protein domains.

Structural correlations of the cyclophilin A, a known and reported allosteric protein, were analyzed with PDBcor, THESEUS and

WEBnm@ and compared in Figure S2. Whereas PDBcor results overlap with reported findings as shown in Figure 3, THESEUS

and WEBnm@ techniques failed to reproduce them.

QUANTIFICATION AND STATISTICAL ANALYSIS

Detailed description of the statistical analysis for the PDBcor is described in the dedicated Theory section.
e2 Structure 30, 646–652.e1–e2, April 7, 2022
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