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Introduction

Myoglobin Struktur

“Vielleicht die bemerkenswerteste Eigenschaft des Moleküls ist seine 
Komplexität und die Abwesenheit von Symmetrie. Der Anordnung 
scheinen die Regelmässigkeiten, die man instinktiv erwartet, fast völlig 
zu fehlen, und sie ist komplizierter als von irgendeiner Theorie der 
Proteinstruktur vorhergesagt.” — John Kendrew, 1958

Kristallographie: Geschichte 

1839, William H. Miller: Miller Indices für Gitterebenen
1891: 230 Raumgruppen für Kristalle
1895, Wilhelm Conrad Röntgen: Röntgenstrahlung
1912, Max von Laue: Röntgenstreuung
1912, William L. Bragg: Braggsches Gesetz
1914, Bragg: Kristallstrukturen von NaCl und Diamant
1937: Dorothy Hodgkin: Kristallstruktur von Cholesterin
1945: Dorothy Hodgkin: Kristallstruktur von Vitamin B12
1952: Rosalind Franklin: DNA Röntgenbeugungsdiagramme
1955: Rosalind Franklin: Tabakmosaikvirus (TMV) Struktur
1958: John Kendrew: Erste Proteinstruktur (Myoglobin)
2000: Kristallstruktur des Ribosoms
2012: > 72’000 Kristallstrukturen in der Protein Data Bank
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Literatur über
Kristallstrukturbestimmung

• B. Rupp, Biomolecular Crystallography, Garland, 
2010.

• W. Massa, Kristallstrukturbestimmung, Teubner, 
52007.

• C. Branden & J. Tooze, Introduction to Protein 
Structure, Garland, 21999.

Crystallographic structure models
versus proteins in solution
Protein crystals are formed by a loose periodic network of weak, non-
covalent interactions and contain large solvent channels. The solvent 
channels allow relatively free diffusion of small molecules through the 
crystal and also provide conformational freedom for surface-exposed 
side chains or loops. The core structure of protein molecules in 
solution as determined by NMR is identical to the crystal structure. 
Even enzymes generally maintain activity in protein crystals. Crystal 
packing can affect local regions of the structure where surface-
exposed side chains or flexible surface loops form intermolecular 
crystal contacts. Large conformational movements destroy crystals and 
cannot be directly observed though a single crystal structure. Limited 
information about the dynamic behavior of molecules can be obtained 
from analysis of the B-factors as a measure of local displacement or by 
analysis of correlated displacement by TLS (Translation-Libration-
Screw) analysis. The quality of a protein structure is a local property. 
Surface-exposed residues or mobile loops may not be traceable in 
electron density, no matter how well defined the rest of the structure is.

Challenges of protein cystallography
• Proteins are generally difficult to crystallize and without crystals there is 

no crystallography. Preparing the material and modifying the protein by 
protein engineering so that it can actually crystallize is nontrivial.

• Prevention of radiation damage by ionizing X-ray radiation requires 
cryocooling of crystals and many crystals are difficult to flash-cool. 

• The X-ray diffraction patterns do not provide a direct image of the 
molecular structure. The electron density of the scattering molecular 
structure must be reconstructed by Fourier transform techniques. 

• Both structure factor amplitude and relative phase angle of each reflection 
are required for the Fourier reconstruction. While the structure factor 
amplitudes are readily accessible being proportional to the square root of 
the measured reflection intensities, the relative phase angles must be 
supplied by additional phasing experiments. The absence of directly 
accessible phases constitutes the phase problem in crystallography. 

• The nonlinear refinement of the structure model is nontrivial and prior 
stereochemical knowledge must generally be incorporated into the 
restrained refinement.

The crystallographic phase problem

In order to reconstruct the electron density of the molecule, two quantities need to be provided for each 
reflection (data point): the structure factor amplitude, ܨ, which is directly obtained through the 
experiment and is proportional to the square root of the measured intensity of the diffraction spot or 
reflection; and the phase angle of each reflection, ߙ, which is not directly observable and must be 
supplied by additional phasing experiments.

Data quality determines
structural detail and accuracy

The qualitative relation between the 
extent of X-ray diffraction, the 
resulting amount of available 
diffraction data, and the quality and 
detail of the electron density 
reconstruction and protein structure 
model are evident from this figure: 
The crystals are labeled with the 
nominal resolution dmin given in Å 
(Ångström) and determined by the 
highest diffraction angle 
(corresponding to the closest 
sampling distance in the crystal, 
thus dmin) at which X-ray reflections 
are observed. Above each crystal is 
a sketch of the corresponding 
diffraction pattern, which contains 
significantly more data at higher 
resolution, corresponding to a 
smaller distance between 
discernable objects of 
approximately dmin. As a 
consequence, both the 
reconstruction of the electron 
density (blue grid) and the resulting 
structure model (stick model) are 
much more detailed and accurate. 

Kristallstrukturbestimmung

1. Kristallisation
2. Messung der Beugungsmuster
3. Datenauswertung

a) Bestimmung der Einheitszelle und Raumgruppe
b) Phasenbestimmung
c) Modellbau
d) Verfeinerung der Phasen und der Struktur
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Key stages in 
X-ray structure 
determination

The flow diagram provides 
an overview about the major 
steps in a structure 
determination project, 
labeled with the chapter 
numbers treating the subject 
or related general 
fundamentals. Blue shaded 
boxes indicate experimental 
laboratory work, while all 
steps past data collection 
are conducted in silico.

Crystallographic computer programs
Protein crystallography depends heavily on computational methods. 
Crystallographic computing has made substantial progress, largely as a 
result of abundant and cheap high performance computing. It is now 
possible to determine and analyze complex crystal structures entirely on 
inexpensive laptop or desktop computers with a few GB of memory. 
Automation and user interfaces have reached a high level of sophistication 
(although compatibility and integration issues remain). As a result, the 
actual process of structure solution, although the theoretically most 
sophisticated part in a structure determination, is commonly not considered 
a bottleneck in routine structure determination projects. Given reliable data 
of decent resolution (~2.5 Å or better) and no overly large or complex 
molecules, many structures can in fact be solved de novo and refined 
(although probably not completely polished) within several hours. 
Automated model building programs—many of them available as web 
services—have removed much of the tedium of initial model building.

Key concepts of protein
cystallography I
• The power of macromolecular crystallography lies in the fact that 

highly accurate models of large molecular structures and molecular 
complexes can be determined at often near atomic level of detail.

• Crystallographic structure models have provided insight into 
molecular form and function, and provide the basis for structural 
biology and structure guided drug discovery.

• Non-proprietary protein structure models are made available to the 
public by deposition in the Protein Data Bank, which holds more than 
82 000 entries as of June 2012.

• Proteins are generally difficult to crystallize; without crystals there is 
no crystallography. 

• Preparing the material and modifying the protein by protein 
engineering so that it can actually crystallize is nontrivial.

• Radiation damage by ionizing X-ray radiation requires cryocooling of 
crystals, and many crystals are difficult to flash-cool. 

Key concepts of protein
cystallography II
• The X-ray diffraction patterns are not a direct image of the molecular 

structure. 
• The electron density of the scattering molecular structure must be 

reconstructed by Fourier transform techniques. 
• Both structure factor amplitude and relative phase angle of reach 

reflection are required for the Fourier reconstruction. 
• While the structure factor amplitudes are readily accessible, being 

proportional to the square root of the measured reflection intensities, 
the relative phase angles must be supplied by additional phasing 
experiments. 

• The absence of directly accessible phases constitutes the phase 
problem in crystallography. 

• The nonlinear refinement of the structure model is nontrivial and prior 
stereochemical knowledge must generally be incorporated into the 
restrained refinement. 

Key concepts of protein
cystallography III
• Protein crystals are formed by a loose periodic network of weak, non-

covalent interactions and contain large solvent channels. 
• The solvent channels allow relatively free diffusion of small molecules 

through the crystal and also provide conformational freedom for 
surface-exposed side chains or loops. 

• The core structure of protein molecules in solution as determined by 
NMR is identical to the crystal structure. 

• Even enzymes generally maintain activity in protein crystals. 
• Crystal packing can affect regions where surface-exposed side chains 

or flexible surface loops form intermolecular crystal contacts.
• Large conformational movements destroy crystals and cannot be 

directly observed though a single crystal structure. 
• Limited information about the dynamic behavior of molecules can be 

obtained from analyzing B-factors as a measure of local displacement. 
• The quality of a protein structure is a local property. Surface exposed 

residues or mobile loops may not be traceable in electron density, no 
matter how well defined the rest of the structure is.

Crystallization
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Proteinkristallisation Protein crystallization basics 

• Protein crystals are periodic self-assemblies of large and often 
flexible macromolecules, held together by weak intermolecular 
interactions. Protein crystals are generally fragile and sensitive to 
environmental changes. 

• In order to form crystals, the protein solution must become 
supersaturated. In the supersaturated, thermodynamically 
metastable state, nucleation can occur and crystals may form while 
the solution equilibrates. 

• The most common technique for protein crystal growth is by vapor 
diffusion, where water vapor equilibrates from a drop containing 
protein and a precipitant into a larger reservoir with higher precipitant 
concentration. 

• Given the large size and inherent flexibility of most protein molecules 
combined with the complex nature of their intermolecular 
interactions, crystal formation is an inherently unlikely process, and 
many trials may be necessary to obtain well-diffracting crystals.

The protein is the most crucial 
factor in determining 
crystallization success

The protein is the most crucial factor in determining crystallization
success. Given that a crystal can only form if specific interactions 
between molecules can occur in an orderly fashion, the inherent 
properties of the protein itself are the primary factors determining 
whether crystallization can occur. A single-residue mutation can make 
all the difference between successful crystallization and complete 
failure. Important factors related to the protein that influence 
crystallization are its purity, the homogeneity of its conformational 
state, the freshness of the protein, and the additional components that 
are invariably present, but often unknown or unspecified, in the protein 
stock solution.

Hanging drop vapor diffusion

Solubility phase diagram Protein solubility versus pH
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Crystal growth Mosaic crystals

Crystallization techniques 

• The inability to predict ab initio any conditions favoring protein 
crystallization means that, in general, several hundred crystallization 
trials must be set up in a suitable format and design. 

• Crystallization screening experiments are commonly set up manually 
or robotically in multi-well format crystallization plates. 

• The most common procedure for achieving supersaturation is the 
vapor-diffusion technique, performed in sitting-drop or hanging-drop 
format. In vapor-diffusion setups, protein is mixed with a precipitant 
cocktail, and the system is closed over a reservoir into which water 
vapor diffuses from the protein solution. During vapor diffusion, both 
precipitant and protein concentration increase in the crystallization 
drop and supersaturation is achieved.

• As a rule of thumb, low supersaturation favors controlled crystal 
growth, while high supersaturation is required for spontaneous 
nucleation of crystallization nuclei. Seeding is a method to induce 
heterogeneous nucleation at low supersaturation, which is more 
conducive to controlled crystal growth.

Robot for automated crystallization

Cystallization plate imaging Crystallization outcomes
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Heavy atom derivatives Heavy 
atom 
reagents

Less than 1% of all deposited 
protein structures are membrane 
protein structures
• About a third of all expressed human proteins are presumed to be 

membrane proteins, and over 60% of all current drug targets are 
membrane receptors. Their primary functions include transport of 
material and signals across cell membranes as well as motor functions. 

• Despite membrane proteins being a significant class of proteins, it was 
nearly 30 years, and 195 deposited protein structures, after Kendrew's 
first myoglobin structure in 1958 that the first integral membrane protein 
structure, the photosynthetic reaction center isolated from the bacterium 
Rhoda pseudomonas viridis, was published in 1985. That research led 
to a Nobel Prize for crystallographic work being awarded to Johann 
Deisenhofer, Hartmut Michel, and Robert Huber in 1988. 

• In early 2007, there were 242 coordinate entries of 122 different 
membrane proteins out of 35100 total entries in the PDB, still a factor of 
1I145 disfavoring the membrane proteins. Clearly, membrane protein 
crystallization remains a major challenge for crystallography.

Resolubilized membrane protein

Crystals

Kristall und Beugungsmuster
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Proteinkristall Unit lattice + Motif = Unit cell

Unit cell parameters Right-handed unit lattice

The 6 primitive 3D lattices
Centered 3D Bravais lattices
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Kristallsysteme

Bravaisgitter

Protein crystals belong to one of 
65 space groups
Only 65 discrete and distinct ways exist to assemble 3-dimensional 
periodiccrystals from asymmetric chiral molecules, through 
combinations of translational and rotational symmetry. These 65 types 
of arrangements form 65 chiral space groups, and their symmetry 
properties and the rules for constructing each crystal structure are 
described in the International Tables for Crystallography, Volume A.

The 65 
chiral 
space 
groups

Miller Indizes

X-ray diffraction

Röntgenkristallographie Messung
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Laboratory X-ray diffractometer Synchrotron

ESRF Grenoble (France)

Röntgenstreuung Superposition of two waves

Röntgenstreuung: Bragg-Bedingung 

Konstruktive Interferenz, falls

ߣ݊ ൌ 2݀	sinߠ

݊ eine ganze Zahl
ߣ Wellenlänge
݀ Abstand der Gitterebenen
ߠ Winkel zwischen einfallendem

Strahl und den Gitterebenen

Fourier 
transform
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Fourier transform relates structure 
factors and electron density

ܨ  ൌ නߩሺ࢘ሻ

	

ோ

݁ଶగ࢘݀∙࢘

ሻ࢘ሺߩ ൌ නࡲ 

	

ோ∗

݁ିଶగ݀∙࢘

ሻ࢘ሺߩ electron density at position ࢘	in real space ܴ
ሻ࢘ሺߩ ∈ Թ is real

ܨ  structure factor at position 	in reciprocal space ܴ∗

ܨ  ∈ ԧ is complex with (measurable) amplitude 
ܨ  and (not measurable) phase ߙ  , i.e.
ܨ  ൌ ܨ  ݁ఈ 

Structure factors electron density 

Phases

The crystallographic phase problem

Fourier Transformation:
Phasen und Amplituden

Entenamplituden
Entenphasen

Katzenamplituden
Katzenphasen

FT

Ente

Katze

FT

FT

FT

Katzenamplituden
Entenphasen

Entenamplituden
Katzenphasen

http://www.ysbl.york.ac.uk/~cowtan/fourier/

Phase bias in electron density maps
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Determination of phases

• Ab initio phasing (direct methods): Exploit theoretical 
phase relationships. Requires high resolution (< 1.4 Å) data.

• Heavy atom derivatives (multiple isomorphous 
replacement; MIR): Crystallize the protein in the presence 
of several heavy metals without significantly changing the 
structure of the protein nor the crystal lattice.

• Anomalous X-ray scattering at multiple wavelengths 
(multi-wavelength anomalous dispersion; MAD):
Incorporation of Seleno-methionine.

• Molecular replacement: Use structure of a similar 
molecule as the initial model.

Isomorphus difference data

Multiple isomorphous replacement 
(MIR) Molecular replacement

Manxamplituden
Manxphasen

Katzenamplituden

FT

Manx
(Katze ohne Schwanz)

Katze

FT

FTFT

Katzenamplituden
Manxphasen

Katzenamplituden x 2
Manxphasen

http://www.ysbl.york.ac.uk/~cowtan/fourier/

Electron density

Interpretation der Elektronendichte



2012-06-15

12

Manual model building Manual model building

Electron 
density at 
different 
resolution

Effect of omitted data

Difference maps
Poor start phases  poor electron 
density maps
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Key concepts of model building

• The key to successful protein structure modeling is the cycling 
between local real space model building and model correction and 
global reciprocal space refinement.

• The molecular model is built in real space into electron density using 
computer graphics.

• Local geometry errors remaining after real space model building are 
corrected during restrained reciprocal space refinement by optimizing 
the fit between observed and calculated structure factor amplitudes.

• Successive rounds of rebuilding, error correction, and refinement are 
needed to obtain a good final protein model.

• While experimental electron density maps constructed from poor 
phases will be hard to interpret, an initial experimental map will not be 
biased toward any structure model.

• In contrast, when molecular replacement models are the sole source 
of phases, the electron density maps will be severely biased, and the 
map will reflect the model features.

Refinement

Struktur-
ermittlung

Local minima during refinement

X-ray crystallography: R-factor
• Measures agreement between measured data 

(reflections) and 3D structure

• Definition: Relative difference between structure factors, 
ܨ ݄݈݇ , that were observed (ܨ୭ୠୱ) and back-calculated 
from the 3D structure (ܨୡୟ୪ୡ):

ܴ ൌ
∑ ୭ୠୱܨ െ ୡୟ୪ୡܨ

∑ ୭ୠୱܨ
					with					ܫ ∝ ܨ ݄݈݇ ଶ

ܫ				 = intensity of reflection (݄݈݇)
• Perfect agreement: ܴ ൌ 0

Good protein X-ray structure: ܴ ൏ 0.2
Random structure: ܴ ൎ 0.6

Over-
fitting
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X-ray: Free R-factor

• Use, say, 90% of the data (reflections) for the 
structure determination

• Use the remaining 10% to compute the R value
 “free” R value, obtained from independent data

• Detects errors better than conventional R-factor

• Each reflection influences whole electron density

• Many reflections  No problem to omit 10% of the 
reflections from the structure determination

Brünger, A. T. (1992). Free R value: a novel statistical quantity for assessing the accuracy of 
crystal structures. Nature 355, 472-475.

Cross-validation: R-free value

Cross-validation in reciprocal and 
real space

Data-to-parameter ratio for X-ray 
protein structure determination

Key concepts of refinement I
• During refinement the parameters describing a continuously 

parameterized model are adjusted so that the fit of discrete 
experimental observations to their computed values calculated by a 
target function is optimized.

• Observations can be experimental data specific to the given problem, 
such as structure factor amplitudes, or general observations that are 
valid for all models.

• Stereochemical descriptors valid for all models such as bond lengths, 
bond angles, torsion angles, chirality, and non-bonded interactions 
are incorporated as restraints to improve the· observation-to-
parameter ratio of the refinement.

• The most accurate target functions are maximum likelihood target 
functions that account for errors and incompleteness in the model.

• Various optimization algorithms can be used to achieve the best fit 
between parameterized model and all observations, which include 
measured data and restraints.

Key concepts of refinement II
• The radius of convergence for an optimization algorithm describes its 

ability to escape local minima and approach the global minimum, 
generally with increased cost in time and lower accuracy.

• Indiscriminate introduction of an increasing number of parameters 
into the model can lead to overparameterization, where the 
refinement residual measured as linear R-value still decreases, but 
the description of reality, i.e., the correct structure, does not improve.

• The evaluation of the residual against a data set excluded from 
refinement provides the cross-validation R-value or R-free. If 
parameters are introduced that do not improve the phase error of the 
model, R-free will not decrease any further or may even increase.

• Refined models carry some memory of omitted parts, which can be 
removed by slightly perturbing the coordinates and re-refining the 
model without the questionable part of the model.

• The known geometry target values for bond lengths, bond angles, 
and torsion angles as well as planarity of certain groups can be 
regarded as additional observations contributing to a higher data-to-
parameter ratio.
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Key concepts of refinement III
• In addition, geometry targets constitute prior knowledge that keeps 

the molecular geometry in check with reality during restrained 
refinement.

• The geometry targets, chirality values, and non-bonded interactions 
are implemented as stereochemical restraints and incorporated into 
the target function generally in the form of squared sum of residuals 
in addition to the structure factor amplitude residual.

• The structure factor amplitude residual is commonly called the X-ray 
term (or X-ray energy) and the restraint residuals the chemical 
(energy) term.

• In terms of maximum posterior estimation, geometry target values 
and their variance define the prior probability of our model without 
consideration or knowledge of the experimental (diffraction) data.

• Geometric relations and redundancies between identical molecules in 
the asymmetric unit can be exploited through NCS restraints.

• Particularly at low resolution, strong NCS restraints are an effective 
means of stabilizing and improving the refinement.

Key concepts of refinement IV
• In the early stages of model building, experimental phase restraints 

are also an effective means to stabilize and improve the refinement.
• The data-to-parameter ratio in protein structures is greatly increased 

through the introduction of stereochemical restraints.
• A protein of 2000 non-hydrogen atoms has about 8000 adjustable 

parameters and about the same number of restraints.
• At 2 Å about 15 000 to 25 000 unique reflections are observed for a 

2000 nonhydrogen atom protein, which yields a total data to 
parameter ratio of about 2-3 at 2 Å.

• Anisotropic B-factor refinement consumes 5 additional parameters 
per atom, and is generally not advisable at resolutions <1.4 Å.

• The most difficult point in the parameterization of macromolecular 
structure models is accounting for correlated dynamic or static 
displacement.

• Isotropic B-factors are inadequate to describe any correlated dynamic 
molecular movement, and anisotropic B-factors, except at very high 
resolution, lead to overparameterization of the model.

Key concepts of refinement V
• Molecular and lattice packing anisotropy can also affect diffraction, 

and adequate correction by anisotropic scaling, or in severe cases 
additional anisotropic resolution truncation, is necessary.

• Maximum likelihood target functions that account for incompleteness 
and errors in the model are superior to basic least squares target 
functions, particularly in the early, error-prone stages of refinement.

• Maximum likelihood target functions are implemented in REFMAC, 
Buster/ TNT, and CNS as well as the PHENIX/ cctbx programs, 
together with all commonly used restraint functions including phase 
restraints, which is of advantage at low resolution or in the early 
stages of refinement.

• Optimization algorithms are procedures that search for an optimum of 
a nonlinear, multi-parametric function.

• Optimization algorithms can be roughly divided into analytic or 
deterministic procedures and stochastic procedures.

• Deterministic optimizations such as gradient-based maximum 
likelihood methods are fast and work well when reasonably close to a 
correct model, at the price of becoming trapped in local minima.

Key concepts of refinement VI
• Stochastic procedures employ a random search that also allows 

movements away from local minima. They are slow but compensate 
for it with a large radius of convergence.

• Evolutionary programming as used in molecular replacement or 
simulated annealing in refinement is a stochastic optimization 
procedure. This is generally of advantage if we do not know (MR) or 
are far from (initial model refinement) the correct solution.

• Deterministic optimizations can be classified depending on how they 
evaluate the second derivative matrix. They generally descend in 
several steps or cycles from a starting parameter set (model) downhill 
toward a hopefully but not necessarily global minimum.

• Energy refinement of a molecular dynamics force field and torsion 
angle refinement are two parameterizations that are used together 
with the stochastic optimization method of simulated annealing.

• In molecular dynamics the target function is parameterized in the 
form of potential energy terms and the development of the system is 
described by equations of motion. In torsion angle parameterization, 
the structure model is described by its torsion angles, which requires 
fewer parameters than coordinate parameterization.

Key concepts of refinement VII
• Both molecular dynamics and torsion angle parameterization are 

often combined with simulated annealing optimization, where the 
molecular system is perturbed and returns to equilibrium according to 
an optimized slow cooling protocol.

• Dummy atom placement and refinement is used for discrete solvent 
building, model completion, and phase improvement in general.

• Dummy atoms are placed in real space in difference electron density 
peaks, the new model is refined unrestrained in reciprocal space, and 
in the new map poorly positioned atoms are removed and new ones 
placed again.

• Dummy atom refinement can be combined with multi-model map 
averaging where it forms the basis of bias minimization protocols and 
the automated model building program ARP/wARP.

Model building and refinement 
practice I
• Building of a model into an empty map begins with the tracing of the 

backbone.
• Tracing is aided by density skeletonization, followed by placement of 

Cα atoms into positions where side chains extend from the backbone.
• The sequence is docked from known atom positions from the heavy 

atom substructure or sequences of residues of characteristic shapes. 
• The initial model is refined in reciprocal space with geometric 

restraints and phase restraints, and the next map is constructed from 
maximum likelihood coefficients.

• The model is then further completed and refined in subsequent 
rounds with increasing X-ray weights while tracking R-free and 
stereochemistry. Nuisance errors are removed after analysis in a 
polishing step.

• Automated model building programs greatly simplify model building, 
and auto-built models often only need to be completed and polished. 
Autobuilding programs follow similar steps as manual model building 
and employ pattern recognition algorithms to identify residues.
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Model building and refinement 
practice II
• Rebuilding poor initial molecular replacement models can be aided by 

a first step of torsion angle-simulated annealing (TA-SA) refinement.
• The large radius of convergence of TA-SA facilitates the necessary 

large corrections and escape from local minima. Also, before 
automated model rebuilding and correction, TA-SA can improve the 
amount and quality of the model that is automatically rebuilt.

• In low resolution structures the backbone can be traced correctly, but 
the sequence may be shifted. Such register errors can be hard to 
detect from electron density shape alone and are usually detected by 
poor side chain interactions or unusual environment.

• A common mistake leading to overparameterization of the model is 
overbuilding of the solvent. Discrete water molecules should have 
hydrogen bonded contact(s) to other solvent molecules or to protein.

• Poorly placed waters tend to drift away during refinement because of 
lack of density and restraints and often end up far away from other 
molecules and with high B-factors.

Model building and refinement 
practice III
• Binding sites have a tendency to attract various detritus from the 

crystallization cocktail, and will therefore often contain some weak, 
unidentifiable density that can be (wishfully) mistaken for desired 
ligand density.

• Plausible binding chemistry, ligand conformation, and independent 
evidence are necessary to avoid misinterpretation.

• The three major criteria for abandoning refinement and rebuilding are: 
(i) No more significant and interpretable difference density in 
୭ୠୱܨ݉					 െ ୡୟ୪ୡܨܦ maps remains.
(ii) No more unexplained significant deviations from stereochemical

target values and from plausible stereochemistry remain.
(iii) The model makes chemical and biological sense.

• Global measures such as absolute values of R and R-free (or the 
level of boredom) do not determine when refinement is finished.

NMR

Strukturelle Modellierung
(Masterstudiengang Bioinformatik) 

Strukturbestimmung mit 
NMR Spektroskopie

Sommersemester 2012

Peter Güntert

NMR Spektroskopie: Geschichte 

1924, Wolfgang Pauli: Vorhersage des Kernspins
1933, Isidor Rabi: Molekularstrahlmagnetresonanzdetektion
1945: Edward Purcell, Felix Bloch: Kernspinresonanz (NMR)
1953: A. Overhauser, I. Solomon: Nuclear Overhauser Effekt
1966, Richard Ernst: Fouriertransformations-NMR
1971, Jean Jeener: 2D NMR Spektren
1981, Kurt Wüthrich et al.: Resonanzzuordnung in Proteinen
1984, Kurt Wüthrich et al.: 3D Proteinstruktur in Lösung
1991, Ad Bax et al.: Tripelresonanzspektren (13C, 15N, 3H)
1997: TROSY, NMR Spektroskopie von großen Proteinen
2012: ~9400 NMR Strukturen in der Protein Data Bank

Literatur über NMR 
Proteinstrukturbestimmung

• K. Wüthrich, NMR of Proteins and Nucleic Acids, 
Wiley, 1986.

• J. Cavanagh, W. J. Fairbrother, A. G. Palmer III, 
N. J. Skelton & M. Rance, M. Protein NMR 
Spectroscopy. Principles and Practice, 
Academic Press, 22006.

• M. Williamson, How Proteins Work, Garland, 
2012.
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Prion proteins

Calzolai, L., Lysek, D. A., Pérez, D. R., Güntert, P., Wüthrich, K. 
PNAS 102, 651-655 (2005).

Lysek, D. A., Schorn, C., Nivon, L. G., Esteve-Moya, V., Christen, B., Calzolai, L., 
von Schroetter, C., Fiorito, F., Herrmann, T., Güntert, P., Wüthrich, K. 
PNAS 102, 640-645 (2005).

Lührs, T., Riek, R., Güntert, P., Wüthrich, K. JMB 326, 1549-1557 (2003).

Zahn, R., Güntert, P., von Schroetter, C., Wüthrich, K. JMB 326, 225-234 (2003).

Calzolai, L., Lysek, D. A., Güntert, P., von Schroetter, C., Riek, R., Zahn, R., 
Wüthrich, K. PNAS 97, 8340-8345 (2000).

Human

Chicken

Turtle

Frog

Bovine

Cat

Dog

Sheep

Pig

NMR
Spectrometer

Super-
conducting 

coil

Liquid 
helium

900 MHz NMR spectrometer (RIKEN, Yokohama)

2D NMR 
Spektren NMR Spektrenauswertung

Manuell                                                      Interaktiv

Automatisch   

Conformational 
restraints

NMR measures distances between atoms
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NOESY 
Spektrum

1. Nuclear Overhauser Effects (NOEs)

2. 3J skalare Kopplungen

3. H‐Brücken

4. Chemische Verschiebungen

5. Residuelle dipolare Kopplungen (RDC)

...

Konformationsdaten
aus NMR Messungen

Conformational restraints in 
CYANA

• Distance restraints
‐ exact distances
‐ upper bounds, lower bounds
‐ ambiguous distance restraints
‐ ensemble‐averaged restraints

• Torsion angle restraints
‐ single torsion angles
‐multiple torsion angles

• 3J scalar coupling constants

• Residual dipolar couplings (RDC)

• Pseudocontact shifts (PCS)

• Chemical shift anisotropy (CSA)

• Radius of gyration restraints

• Multimer identity restraints

• Multimer symmetry restraints

• AMBER force field

• NOEs
Hydrogen bonds
Paramagnetic relaxation enhancement
ambiguous NOEs; docking (HADDOCK)
“exact” NOEs (eNOEs)

• Chemical shifts (TALOS)
Scalar coupling constants
Ramachandran plot; rotamers

• 3J scalar coupling constants

• Partially aligned proteins

• Paramagnetic proteins

• Partially aligned proteins

• Known size, shape

• Symmetric multimers; fibrils

• Symmetric multimers; fibrils

• Energy refinement

Experimental data
Systems NOE (Nuclear Overhauser Effect) 

NMR Daten: Integral V von NOESY Kreuzsignalen

Konformationsdaten: obere Schranken für 1H‐1H Distanzen, d

Fuer isoliertes Spinpaar im starren Molekül: 
V = C/d6 mit C = konstant

Eigenschaften:
‐ nur kurze Distanzen < 5 Å messbar
‐ dichtes Netzwerk bzgl. der Sequenz kurz‐ und   
langreichweitiger Distanzschranken
‐ viele 1H Atome imMolekül→ “Spindiffusion”
‐ interne Bewegungen→ nicht‐lineare Mittelung
‐ Bestimmung von C?
‐ Überlapp→ mehrdeutige Zuordnung, verfälschte Integrale

NOE distance restraints → Protein structure

Periplasmic chaperone 
FimC (205 residues)

1967 NOE upper distance limits
M. Pellecchia et al. Nature Struct. Biol. 5, 885‐890 (1998)

3J skalare Kopplungen

NMR Daten: Aufspaltung eines Signals 

Konformationsdaten: Einschränkungen von 
Torsionswinkeln, 
Karplus‐Kurve: 3J() = A cos2 + B cos + C
mit emprischen Konstanten A, B, C

Zum Beispiel: 3JHNH(), 3JHH(1)
Eigenschaften:
‐ Information nur über lokale Konformation
‐mehrdeutige Beziehung 3J ↔ 
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3J skalare Kopplungen

• 3J() = A cos2 + B cos + C

• local information only

• ambiguous relation to torsion angle

H-Brücken

NMR Daten: langsamer 1H→ 2H Austausch + NOEs

Konformationsdaten: Donor‐Akzeptor Distanz

Typische H‐Brücken: ‐N‐H    O=C‐ in regulären
Sekundärstrukturen (Helices, ‐Blätter)
Eigenschaften:
‐ Bzgl. Sequenz mittel‐ und langreichweitig
‐ Donor (H) identifizierbar
‐ Akzeptor (O) nur indirekt bestimmbar
(benachbarte NOEs + 
Annahmen über Sekundärstruktur)

Impact of hydrogen bond restraints

• Strong impact on 
structure

• Direct detection of 
H‐bonds by NMR is 
possible, but not 
sensitive

• Without identification 
of acceptor atom
≈ assumption on 
secondary structure

Structures of an α‐
helix and a β‐barrel 
calculated only with 
H‐bond constraints

Chemische Verschiebungen

NMR Daten: chem. Verschiebungen, 
Konformationsdaten: (, ) Torsionswinkelbereiche

Komplexe Beziehung: ↔ (, ) 

Eigenschaften:
‐ einfache Messung
‐ (, )‐Werte aus Datenbank von Proteinen mit
bekannter Struktur und chem. Verschiebungen
(TALOS)
‐ Information nur über lokale Konformation

Computational 
challenges

Three principal challenges of 
NMR protein structure analysis

1. Efficiency
Spectrum analysis requires (too) much time and expertise.

2. Size limitation
Structures of proteins > 30 kDa are very difficult to solve.

3. Objectivity
Agreement between structure and raw NMR data?
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Computational tasks in
NMR structure determination

Peak picking → Signal frequencies

Shift assignments → Spin frequencies

NOESY assignment → Structural restraints

Structure calculation → 3D structure

Refinement, validation → Final structure

Use of automation for different 
stages of PDB NMR structures

Guerry, P. & Herrmann, T. Q. Rev. Biophys. 44, 257-309 (2011).

Citations of software in PDB files 
submitted September 2005–2008

Williamson, M. P. & Craven, C. J. J. Biomol. NMR 43, 131–143 (2009).

Peak picking

Computational tasks in
NMR structure determination

Peak picking → Signal frequencies

Shift assignments → Spin frequencies

NOESY assignment → Structural restraints

Structure calculation → 3D structure

Refinement, validation → Final structure

Automatically picked peaks for the protein 
ENTH 

Missing peaks: Percentage of expected peaks that cannot be mapped to a measured peak using the manually determined 
reference chemical shifts. Artifact peaks: Percentage of measured peaks to which no expected peak can be mapped. All 
percentages are relative to the number of expected peaks. Deviation: Root-mean-square deviation between the chemical 
shift position coordinates of the measured peaks to which an expected peak can be mapped and the corresponding 
reference chemical shift value, normalized by the chemical shift tolerances of 0.03 ppm for 1H and 0.4 ppm for 13C and 15N.

Spectrum Expected peaks Measured peaks [%] Missing peaks [%] Artifact peaks [%] Deviation

15N-HSQC 164 138 14 58 0.138

13C-HSQC 685 113 12 51 0.434

HNCO 134 150 12 63 0.308

HN(CA)CO 269 74 35 16 0.449

HNCA 274 116 18 39 0.331

HN(CO)CA 134 150 10 61 0.395

CBCANH 529 112 29 47 0.458

CBCA(CO)NH 270 149 13 63 0.405

HBHA(CO)NH 365 134 35 75 0.510

(H)CC(CO)NH 451 88 34 25 0.530

H(CCCO)NH 664 56 57 21 0.673

HCCH-COSY 2469 97 66 70 0.609

(H)CCH-TOCSY 2449 136 45 93 0.568

HCCH-TOCSY 3574 44 66 20 0.632

15N-edited NOESY 1776 120 47 74 0.486

13C-edited NOESY 5958 144 48 103 0.495

Total 20165 99 49 69 0.524
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Resonance 
assignment

Computational tasks in
NMR structure determination

Peak picking → Signal frequencies

Shift assignments → Spin frequencies

NOESY assignment → Structural restraints

Structure calculation → 3D structure

Refinement, validation → Final structure

NMR resonance assignment 
is like solving a puzzle…

…with missing pieces
(incomplete signals)

…with additional pieces
(artifacts)

…in the November mist
(low signal-to-noise,   
line-broadening)

Backbone from peak lists

Backbone with other information, 
e.g. spin systems, fragments, 
structure, RDCs

All/sidechain from peak lists

All/sidechain with other info

?
?

?
?

(aa type)

?

?

?

more than 50 citations
Guerry, P. & Herrmann, T. Q. Rev. Biophys. 44, 257-309 (2011)

Characteristics of a correct assignment

a) Shift normality:
Chemical shifts are 
consistent with general 
chemical shift statistics.

b) Alignment:
Peaks assigned to the same 
atom are aligned. 

c) Completeness:
As many peaks as possible 
are assigned.

d) Low degeneracy:
The number of degenerate 
peaks is small.

measured peaks

expected peaks

Automated Chemical Shift Assignment

Assignment = Find mapping between expected and observed peaks.

Score for assignment
Presence of expected peaks
Alignment of peaks assigned to the same atom
Normality of assigned resonance frequencies 

Optimization of assignment
Evolutionary algorithm combined with local optimization

HN8–HA8

HN54–HA54

HN9–HA10

HN5–HA88

HN12–HB11

Observed peaks
Position known
Assignment unknown

Expected peaks
Assignment known
Position known only approximately

Elena Schmidt 

Christian Bartels et al.
J. Comp. Chem. 18, 139–149 (1997)
J. Biomol. NMR 7, 207–213 (1996)

?
?

?
?

Spectrum
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FLYA resonance assignment algorithm

Principles:
• Input from NMR experiments: 

Peak lists (required)
Chemical shifts, structure (optional)

• Optimization algorithm:
Evolutionary optimization of a population 
of assignments combined with local 
optimization.

• General approach: 
Use any set of spectra for which expected 
peaks with can be generated from the 
primary structure.

• Exploit redundancy:
- Use all information simultaneously
- Presence of any given peak not required

Input: Sequence, peak lists, 
experiment definitions

Generate expected peaks

Generate n mappings 

Locally optimize mappings 

Recombine mappings 

Result: Assigned chemical 
shifts and peak lists

Mutate mappings 

Locally optimize mappings 

Consensus chemical shifts

Best      assignment

Peak patterns

Generation of expected peaks
Example: HNCA experiment

Magnetization path entries in CYANA library:

SPECTRUM HNCA

0.98 H_AMI N_AMI C_ALI

0.80 H_AMI N_AMI C_BYL C_ALI

2

1

2

1

Observation probability

Spectra types
Through-bond
(2D & side-chains)

• COSY

• TOCSY

• D2OCOSY

• D2OTOCSY

• C13H1 HSQC

• N15H1 HSQC

• CB_HARO

• N15TOCSY

• HCCH TOCSY

• HCCH COSY

• CCH

• C_CO_NH

• HC_CO_NH

• HC_CO_NH_4

• APSY

Triple resonance
(backbone assignment)

• H_CA_NH

• HNCA

• iHNCA

• HN_CO_CA

• HN_CA_CO

• HNCO

• HCACO

• HCA_CO_N

• CBCANH

• CBCACONH

• HBHACONH

• HNHB

• HNHA

Through-space 
(NOESY)

• NOESY

• D2ONOESY

• N15NOESY

• C13NOESY

• C13NOED2O

• CCNOESY

• CNNOESY

• NNNOESY

Solid-state NMR

• NCACB

• NCACALI

• NCOCACB

• CANCOCA

• CANCO

• NCACO

• CCC

• NCACX

• NCOCA

• NCOCA

• NCOCX

• DARR

• DREAM

• PAIN

• NHHC

2D

3D

4D

Automated Chemical Shift Assignment

Assignment = Find mapping between expected and observed peaks.

Score for assignment
Presence of expected peaks
Alignment of peaks assigned to the same atom
Normality of assigned resonance frequencies 

Optimization of assignment
Evolutionary algorithm combined with local optimization

HN8–HA8

HN54–HA54

HN9–HA10

HN5–HA88

HN12–HB11

Observed peaks
Position known
Assignment unknown

Expected peaks
Assignment known
Position known only approximately

Elena Schmidt 

Christian Bartels et al.
J. Comp. Chem. 18, 139–149 (1997)
J. Biomol. NMR 7, 207–213 (1996)

?
?

?
?

Spectrum

Quantifies the quality of the complete assignment of all atoms

ܩ ൌ
∑ ଵݓ ܽ ܳଵ ܽ  ∑ ଶݓ ܽ, ݊ ܳଶ ܽ, ݊ /ܾሺ݊ሻఢேᇱೌఢ

∑ ଵݓ ܽ  ∑ ଶݓ ܽ, ݊ఢேೌఢబ

ܣ set of all atoms for which expected peaks exist
ܣ ⊆ ܣ subset of assigned atoms

ܰ set of expected peaks for atom ܽ
ܰ′ ⊆ ܰ subset of expected peaks mapped to a measured peak
ܳଵሺܽሻ measure of normality of the chemical shift of atom ܽ with 

respect to the general shift statistics; ܳଵ ܽ ∈ ሺെ∞, 1ሿ ∀ܽ
ܳଶሺܽ, ݊ሻ measure of alignment between the chemical shift of atom ܽ

obtained from mapping peak ݊ and the average shift of atom 
ܽ	in all its assigned peaks; ܳଶሺܽ, ݊ሻ ∈ ሺെ∞, 1ሿ ∀	ܽ, ݊

ܾሺ݊ሻ degeneracy of the assignment = number of expected peaks 
assigned to the same measured peak as expected peak ݊

ଵݓ ܽ , ଶݓ ܽ, ݊ weights (typically, ݓଵ ܽ ≡ 4 and ݓଶ ܽ, ݊ ≡ 1 ∀ ܽ, ݊)

Global assignment score
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Quality measures

0ݔ

ݍ ݔ

Quality measures ܳ for shift normality and alignment are defined by

ܳ ൌ 1 െ
ݍ ݔ

ݔሺݍ
 ሻ	

				ሺ݅ ൌ 1,2ሻ

ଵݔ ൌ
̅  ି	 

ఙ 
deviation of shift ݂̅ ܽ of atom ܽ	from statistical average 

݂ ܽ , normalized by its standard deviation ߪ ܽ

ଶݔ ൌ
ሺ,ሻି̅ 

ఢ  /ସ
deviation of the shift ݂ሺܽ, ݊ሻ	of atom ܽ of peak ݊ and

the average shift of atom ܽ	in all its assigned peaks ݂̅ ܽ , 
normalized by the shift matching tolerance ߳ ܽ

ݔ
ሺሻ deviation “as bad as no assignment” (typically, ݔଵ

ሺሻ ൌ 1.5 ଶݔ ,
ሺሻ ൌ 2)

ݍ ݔ  0 is the negative logarithm of the probability that a 
normalized deviation exceeds the given value by chance,

ݍ ݔ ൌ െlog 1 െ  భ
మഏ
	݁ି

భ
మ
௧మ݀ݐ

௫
ି ௫ ൌ െlog 1 െ erf ೣ

మ

with	erf ݔ ൌ ଶ

గ
 ݁ି௧

మ
ݐ݀

௫


ܩ ൌ
∑ ଵݓ ܽ ܳଵ ܽ  ∑ ଶݓ ܽ, ݊ ܳଶ ܽ, ݊ /ܾሺ݊ሻఢேᇱೌఢ

∑ ଵݓ ܽ  ∑ ଶݓ ܽ, ݊ఢேೌఢబ

• Quality measures ܳ are designed such that 
ܳ ൌ 1	 for a perfect match
ܳ ൏ 1 in all other cases
ܳ ൌ 0	 for a deviation considered 

“as bad as no assignment” 
ܳ ൌ	െ∞ for an infinitely large deviation 

• Hence, the global score ܩ is normalized such that 
ܩ ൌ 1	for a perfect assignment of all atoms
ܩ ൏ 1 in all other cases
ܩ ൌ 0 if, for instance, there are either no assignments at all or if all 

assignments have deviations “as bad as no assignment”
ܩ ൏ 0 is in principle possible for (very) bad assignments. 

Properties of global assignment score

ܳଵ ଵݔ
ሺሻ

ଵݔ

Data points refer to the current best scored solutions, which were saved 
during the calculation.

Correlation between global score and 
percentage of correctly assigned atoms

Standard calculation with the 
full set of 15 peak lists for SH2 

Calculation with 7 experiments 
for the backbone assignment 

Quantifies the quality of the assignment of a single atom ܽ

ሺܽሻܮ ൌ
∑  prob ݊ /ܾሺ݊ሻ	∈ேᇱೌ

∑ prob ݊∈ேೌ

ܰ set of expected peaks for atom ܽ
ܰ′ ⊆ ܰ subset of expected peaks mapped to a measured peak
prob ݊ probability to observe expected peak ݊

ܮ ܽ ∈ 0,1
ܮ ܽ ൌ 0 if no expected peaks for atom ܽ	are mapped 
ܮ ܽ ൌ 1	 if all expected peaks for atom ܽ	are mapped

Local assignment score

• Not all expected peaks have to be 
mapped to a measured peak.

• There can be measured peaks to 
which no expected peak is mapped 
(mapping is not surjective).

• More than one expected peak may 
be mapped to the same measured 
peak (mapping is not injective).

Mapping expected to measured peaks

After mappingBefore mapping

Mapping
1. Recombination:
• Select parent solutions based on global score ܩ
• Select an expected peak that fits the search 

space from a selected parent solution based on 
the residue-specific part of ܩ

• Repeat for all peaks through shells of neighboring peaks, if possible. 
Otherwise, select a new peak

2.  Mutation:
• Generate assignments that are not part of a parental solution with probability 
݁ି/், where the “temperature” ܶ is decreased during the calculation.

Global optimization
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Expected peaks:
not mapped
being mapped
mapped

Consistent mapping of expected peaks 
during global optimization

Atoms:
unassigned
being assigned 
or assigned

First expected peak 
(black) is mapped to a 
measured peak. The 

adjacent atoms obtain 
a chemical shift entry.

The second shell of 
neighboring peaks 

are mapped.

The first shell of 
neighboring peaks 

are mapped.

Expected peaks:
mapped
remapped

Local optimization

Atoms:
assigned
unassigned

An atom with low 
local assignment 
score ܮሺܽሻ (    ) is 
selected, and its 

assignment removed.

Adjacent peaks (    ) 
are remapped to 
measured peaks.

Atom ܽ becomes 
reassigned.

This process is repeated 
15,000 times.

• Ensemble of n independently calculated chemical shift 
values ,…, n for each nucleus:

• Consensus chemical shift: Value ߱ that maximizes 
the function 

ߤ ߱ ൌ
1
݊
exp െ

1
2
߱ െ ߱

Δ߱

ଶ


ୀଵ

Δ߱	 = chemical shift tolerance, e.g. 0.03 ppm for 1H, 0.4 ppm for 13C/15N

• Most individual shifts ,…, n near consensus value
 “safe” assignment
Otherwise  unreliable (tentative) assignment

Consensus chemical shifts

chemical shift 
 n … … 

Dependence on quality of input data

Accurate peak positions Chemical shift tolerance
0.08 ppm for 1H

0.8 ppm for 13C/15N

Chemical shift tolerance
0.04 ppm for 1H

0.4 ppm for 13C/15N

Calculations using simulated data for SH2 (15 spectra) with 0–80% missing peaks 
and 0–500% additional artifact peaks

>90% correct

70–90% correct

<70% correct

Severity of missing or artifact peaks

Calculations using simulated data for SH2 (15 spectra) with chemical shift tolerance 0.04 ppm 
for 1H, 0.4 ppm for 13C/15N, 0–80% missing peaks, and 0–500% additional artifact peaks.

A missing peak is on 
average ~12 times more 
severe than an additional 
artifact peak.

Course of optimization

20 calculations each, using simulated data for SH2 (15 spectra) with chemical shift tolerance 
0.04 ppm for 1H, 0.4 ppm for 13C/15N, 0–80% missing peaks, and no additional artifact peaks.

Lower quality input data

↓
Fewer correct 
assignments

Slower convergence

Greater divergence 
among individual runs
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189 aa; SAIL

Spectra:

CBCACONH

CBCANH

C_CO_NH

HBHACONH

HC_CO_NH

HN_CA_CO

HNCO

N15NOESY

C13NOESY

DsbA automated assignment with CYANA

█ safe █ unsafe: equal to reference

█ safe █ unsafe: different from reference

█ safe █ unsafe: no reference

█ only reference

DsbA automated assignment with CYANA

189 aa; SAIL

Spectra:

CBCACONH

CBCANH

C_CO_NH

HBHACONH

HC_CO_NH

HN_CA_CO

HNCO

N15NOESY

C13NOESY

Automatically prepared peak lists

94% of all shifts correct

96% of bb + HA/HB shifts correct

█ safe █ unsafe: equal to reference

█ safe █ unsafe: different from reference

█ safe █ unsafe: no reference

█ only reference

Automatically prepared peak lists

█ safe █ unsafe: equal to reference

█ safe █ unsafe: different from reference

█ safe █ unsafe: no reference

█ only reference

SH2: FLYA assignment

91% correct assignments

99% correct for backbone

NOE assignment

Computational tasks in
NMR structure determination

Peak picking → Signal frequencies

Shift assignments → Spin frequencies

NOESY assignment → Structural restraints

Structure calculation → 3D structure

Refinement, validation → Final structure

Ambiguity of chemical shift 
based NOE assignment

In general, several different 
1H chemical shifts A, B
match the position of a 
NOESY peak within the 
experimental uncertainty .

→ Assignment ambiguity

Manual assignment is very 
cumbersome!
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Automated NOE Assignment 
and Structure Calculation

• Distance restraints from not uniquely assigned NOEs:
→ Ambiguous distance restraints

• Reduction of assignment ambiguity prior to the 
structure calculation:
→ Network-anchored assignment

• Robustness against erroneous assignments:
→ Constraint combination

T. Herrmann, P. Güntert, K. Wüthrich. J. Mol. Biol. 319, 209-227 (2002)
P. Güntert. Prog. NMR Spectrosc. 43, 105-125  (2003)

Conditions for valid NOESY assignments NOE assignment probability
(CYANA 2.1, 3.0)

Probability(assignment to atoms A-B is correct) =

Probability(chemical shifts match) x
Probability(distance A-B < upper limit) x
Probability(other assignments predict NOE A-B)

networkstructureshifttot PPPP 

Accept assignments with  Ptot > Pmin (= 20%)

Ambiguous distance restraints

• Restraint with multiple assignments
• If one assignment possibility leads to a sufficiently short 

distance, then the ambiguous distance restraint will be 
fulfilled.

The presence of wrong assignment possibilities has no 
(or little) influence on the structure, 
as long as the correct assignment possibility is present.

Nilges et al., J. Mol. Biol. 269, 408–422 (1997)

Properties of ambiguous 
distance restraints

6/1
6











 

k
keff dd

• deff is never longer than any of the individual distances dk: 

deff ≤ dk      for all k 

• deff is close to the smallest individual distance:

deff ≈ d1 if d1 << d2, d3,…

• Examples: d1 = 3 Å, d2 = 10 Å                  →   deff = 2.9996 Å
d1 = 3 Å, d2 = … = d10 = 10 Å   →   deff = 2.9967 Å
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Information content of NOEs

Constraint combination

• Problem: Peaks with wrong medium- or long-
range assignments may severely distort the 
structure, especially in the first cycles of 
automated NOE assignment and structure 
calculation, and may lead to convergence to a 
wrong structure.

• Idea: From two long-range peaks each, combine 
the assignments into a single distance restraint. 
 Occurrence of erroneous restraints is     

reduced.

Individual 
restraint

1 peak 
with assignments

A1-B1

A2-B2

…

1 ambiguous
distance restraint 

between atom pairs
A1-B1

A2-B2

…

2 unrelated peaks 
with assignments
A1-B1               C1-D1 

A2-B2 C2-D2

C3-D3

1 ambiguous
distance restraint 

4 unrelated peaks 
with assignments

A1-B1         C1-D1 E1-F1 G1-H1

A2-B2 C2-D2 E2-F2 . 

C3-D3 .   

4 ambiguous distance restraints 

A1-B1

A2-B2

C1-D1

C2-D2

C3-D3

A1-B1

A2-B2

E1-F1

E2-F2

A1-B1

A2-B2

G1-H1

C1-D1

C2-D2

C3-D3

E1-F1

E2-F2

A1-B1

A2-B2

C1-D1

C2-D2

C3-D3

2 → 1 constraint 
combination

4 → 4 constraint 
combination

Effect of constraint combination

• Example: 1000 long-range peaks, 10% of which 
would lead to erroneous restraints.

• Individual restraints:
1000 constraints, 1000 x 0.1 = 100 wrong (10 %)

• 2 → 1 constraint combination: 
500 restraints, ~500 x 0.12 = 5 wrong (~1%)

• 4 → 1 constraint combination: 
1000 restraints, ~1000 x 0.12 = 10 wrong (~1%)

Automated NOESY assignment and 
structure calculation with CYANA

Cycle 1

Cycle 6 Final

Cycle 4Cycle 3Cycle 2

Cycle 5 Cycle 7

ENTH-VHS domain At3g16270 (RIKEN)
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Structure 
calculation

Computational tasks in
NMR structure determination

Peak picking → Signal frequencies

Shift assignments → Spin frequencies

NOESY assignment → Structural restraints

Structure calculation → 3D structure

Refinement, validation → Final structure

Structure calculations

• Structure calculation programs try to fold a protein into a 
three-dimensional structure that agrees with the 
measured data.

• Differences between measured data and the structure 
are manifested as violations of conformational restraints.

• Violations cause forces that act on the molecule, driving 
it towards minimal (pseudo)energy and optimal 
agreement with the measured data.

• The target function (pseudoenergy) is the sum of 
squares of the violations.

• The energy landscape of this target function is complex 
and has many local minima.

CYANA target function

 
restraints  

angle torsion

2

(steric) limits 
distancelower 

2

(NOEs) limits
distanceupper 

2
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otherwise0

  if udud
u

ula: restraint violations,

e. g.,

u d

u
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Strukturberechnungsalgorithmen

• Frühere Methoden:
‐ Interaktiver Modellbau
‐ Distanzgeometrie
‐Minimierung einer variablen Zielfunktion

• Simulated annealing:
‐Monte Carlo
‐Moleküldynamiksimulation im kartesischen Raum

‐Moleküldynamiksimulation im Torsionswinkelraum

Ist NMR Strukturberechnung möglich?

• Grundsätzlich:
‐ NOEs messen nur kurze Distanzen < 5 Å
‐ ungenaue obere Schranken
‐ Kann damit die globale Struktur eines 30 Å
großen Proteins bestimmt werden?
JA, wenn genügend Daten da sind.

• Praktisch:
‐ Zielfunktion hat viele lokale Minima
‐ Kann eine (fast) optimale Struktur gefunden
werden?
JA.
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Local minimum problem in 
protein structure calculation

Strukturbündel

• 100 Startstrukturen mit zufälligen Torsionwinkeln

• 100 unabhängige simulated annealing Läufe mit:
‐ gleichen experimentellen Daten
‐ unterschiedlichen Starttrukturen

• Auswahl der 20 “besten” Strukturen mit den 
tiefsten Zielfunktionswerten 

• Sampling des Konformationsraums?

NMR Structure Calculation: 
Multiple Conformers
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NMR Structure Calculation: 
Select Converged  Conformers

Strukturbündel 

RMSD 1.3 Å RMSD 6.3 Å

ENTH‐VHS domain At3g16270

RMSD 0.8 Å

Validation

Computational tasks in
NMR structure determination

Peak picking → Signal frequencies

Shift assignments → Spin frequencies

NOESY assignment → Structural restraints

Structure calculation → 3D structure

Refinement/validation→ Final structure

NMR measures distances between atoms

Validation?

Nabuurs, S. B., Spronk, C. A. E. M., Vuister, G. W. & Vriend, G. (2006). Traditional biomolecular 
structure determination by NMR spectroscopy allows for major errors. PLoS Comp. Biol. 2, 71–79.

Correct structure (1Y4O): HomodimerWrong structure (1TGQ)

CASD-NMR: Critical Assessment of 
Structure Determination by NMR

• Evaluation of current algorithms for automated 
NOESY assignment and structure calculation

• Blind test (analogous to CASP):
- NMR data are provided 8 weeks before the release of 
the structure by the PDB. 

- Structures obtained by different algorithms are collected
before the original PDB structure is released.

• Open to anybody for providing data and for 
calculating structures by automated methods
- In 1st round: 10 protein NMR data sets, 7 algorithms. 

Rosato, A. et al., Nature Methods 6, 625–626 (2009)
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CASD-NMR results: Structure accuracy

Antonio Rosato et al.

NOE-based methods

Chemical 
shift-based 
methods

CASD-NMR results: 
Correlation between accuracy 

and validation scores

DP-score Verify3D ProsaII
Procheck
(phi-psi)

Procheck 
(all)

MolProbity
Clashscore

RMSD -0.66 -0.14 -0.16 0.11 0.26 0.07

Information 
content

All these structures were calculated from 1000 distance restraints:

How to characterize conformational 
restraints for protein structure determination 

in a concise but meaningful way?

Information content: 125 Information content: 719 Information content: 125

long-range restraints: 0
RMSD: 21.2 Å

long-range restraints: 1000
RMSD: 0.9 Å

long-range restraints: 1000
RMSD: 5.8 Å

• Counting the number of restraints 
is not very informative because 
individual restraints have widely 
different impact on defining the 
three-dimensional structure.

Information content of distance restraints

He et al. Proteins 80, 968-974 (2012)

low 
information 

content

high 
information 
content

high information content, 
but nearly redundant with 
each other


